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Abstract 

Iris Recognition has been one of the most robust means of biometric recognition. In recent years, there are so 

many researches in iris recognition using deep learning. In this paper, deep neural networks are used for 

segmentation, feature extraction and classification. The Dense Fully Convolutional Network is used for 

segmentation. The segmented iris is normalized which is then converted to Gabor wavelet for feature extraction. 

The Gabor features are extracted using multiclass Support Vector Machine classifier. The proposed method is 

tested on CASIA Iris 1000 and IITD datasets. The performance of the proposed method is evaluated using 

accuracy, precision and recall measures. It is also compared with state-of-the-art methods.  

Keywords: Convolutional Neural Network, iris segmentation, Dense Fully Convolutional Network, Gabor 

Wavelet 

 

I. Introduction 

Biometric recognition has been widely used in every security applications. There are several researches in the 

field of biometric recognition. One among them is iris recognition. The conventional iris recognition system 

consists of feature extraction and classification phases. In both the phases, deep learning has its footprints.The 

iris code was determined in [1] from an optimization perspective. The standard iris code is shown to be the 

result of an optimization problem that minimizes the distance between feature values and iris codes. 

Furthermore, by adding terms to the objective function of this optimization problem, more efficient iris codes 

can be obtained. 

 

Four new network models had been trained and tested on same datasets[2]. The identified best model is Fully 

Dilated convolution combining U-Net (FD-UNet). It used dilated convolution instead of original convolution to 

extract more global features.Combining dense network with U-Net, denseU-Net is created, which is narrower 

and has fewer parameters[3]. It also reduces the training difficulty of deep network. 

 

To extract iris features, a Deep Convolutional Neural Network (DCNN) is trained using a large number of iris 

samples [4]. The problem of inadequate discrimination caused by the conventional Softmax loss function is 

solved using an optimized center loss function called Tight Center (T- Center) Loss.The impact of iris 

segmentation on the output of deep learning models is investigated in [5] using a simple two-stage pipeline 

consisting of a segmentation and recognition phase. It also demonstrated how segmentation accuracy affected 

recognition efficiency. 

 

For more precise iris identification, periocular knowledge can be dynamically reinforced by integrating 

variations in the effective area of usable iris regions. Wang and Kumar discussed a periocular aided dynamic 

system for more precise less-constrained iris detection [6].Miyazawaet al. presented a phase-based iris 

recognition algorithm that is specifically designed for system implementation [7]. The concept of 2D Fourier 

Phase Code (2D FPC) is implemented for representing iris information in order to minimize the size of iris data 

and prevent the exposure of iris images.2D FPC is the quantized version of an iris image's phase spectrum, 

which is needed for phase-based iris recognition. As compared to using an iris image directly as registration 
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data, the size of iris data can be reduced to less than a quarter using 2D FPC while maintaining a sufficient level 

of performance. 

 

To overcome the problem of low contrast and noise interference in the iris image, the Total Variation model is 

used in [8]. To find the iris area, an integro-differential constellation [9] is introduced, followed by a curvature 

fitting model. The iris map in [10] is generated using the random walker algorithm.Proencaused neural networks 

as classifiers to detect the sclera and iris regions separately and polynomial fitting is used to estimate the final 

iris area[11]. Tan and Kumar described a post-classification procedure that includes reflection and shadow 

removal [12]. To improve the performance on the iris segmentation, several refinements had been done on pupil 

and eyelid localizations. 

 

In [13],the Histogram of Oriented Gradients isused as feature and Support Vector Machine (SVM) is used to 

classify the iris features. Umer at al. used a restricted Hough transform algorithm to locate the iris boundaries 

[14]. Wild et al.[15] combinedvarious iris segmentation algorithms to improve the accuracy. Gangwaret 

al.[16]used a coarse-to-fine strategy to identify different iris boundaries. 

 

Umer developed a multiscale morphologic features-based iris recognition algorithm in [17]. Kumar [18] used a 

combination of Haar wavelet, Discrete Cosine Transform, and Fast Fourier Transform features to improve the 

performance. Farouk designed a scheme that employs elastic graph matching and the Gabor wavelet in [19]. 

Each iris is interpreted as a labeled graph, and the two graphs are compared using a similarity function. Minaee 

implemented an algorithm based on textural and scattering transform features [20], which improved the 

performance.This approachused predefined filters to extract features from a multi-layer representation. 

 

The remaining of the paper is organized as: Section 2 discussed some recent methods that use deep learning for 

iris recognition. Section 3 elaborates the proposed methodology with its architecture. Section 4 demonstrates the 

proposed method with its experimental results followed by conclusion in Section 5. 

 

II. Related Work 

A Dense-Fully Convolutional Network (DFCN) based architecture [21] with dense blocks for iris segmentation 

is implemented, and some common optimizer methods, such as batch normalization and dropout, are adopted. 

The use of deep features derived from VGG-Net for iris recognition was investigated in [22].For iris 

recognition, an end-to-end deep learning system based on residual CNN [23] has been proposed, which jointly 

learned the feature representation and performed recognition. 

 

In [24], a reconstruction loss driven unsupervised pre-training stage is implemented, followed by supervised 

refinement, to address the lack of labeled iris data. As a result, the network weights are pushed to concentrate on 

discriminative iris texture patterns. To better exploit iris textures, many textures conscious improvisations are 

built within a CNN.It was demonstrated that systematic training and architectural choices allowed for the 

development of an efficient framework with up to 100 fewer parameters than current deep learning baselines 

while still achieving superior recognition performance for both within and cross dataset evaluations. 

 

Fully Convolutional Encoder Decoder Networks (FCEDNs) are superior to all conventional algorithms, 

according to Jalilian and Uhl [25]. They proposed three iris segmentation network architectures based on FCNs 

and called them Fully Convolutional Encoder Decoder Networks (FCEDNs).Arsalan et al. [26] proposed 

IrisDenseNet, a segmentation network that uses the entire image without preprocessing and can evaluate the true 

iris boundary even with low-quality images by improving information gradient flow between dense blocks. Iris 

segmentation models based on the residual skip relation were proposed by Arsalan et al. [27]. 

 

III. Proposed Method 

In this paper, we propose an algorithm for iris recognition by using DFCN for segmentation. The segmented iris 

region is normalized to change the size as rectangle shape for making further process easy. Gabor features are 
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extracted from the normalized segmented iris region which is then classified using multiclass SVM classifier. 

The flow chart of the proposed system is shown in Fig. 1. 

 

The proposed methodology consists of segmentation, normalization, feature extraction and classification phases. 

The feature extraction consists of an additional step of wavelet conversion.  

 

DFCN 

The DFCN consists of Dense-encoder and decoder. In the Dense-encoder, the input images are first convolved 

by convolutional layer which is followed by 5 dense blocks. The dense blocks are composed oftwo 33 

convolutional layers and feature maps are added through adense block. The convolutional layers of the dense 

blocks arefollowed by the batch normalization layers and ReLU layers. Pooling layersfollow after each dense 

block. Thepooling layers perform the averagepoolingoperation. The lastpooling layer is followed by two 

convolutional layers and the scorelayers. The score layer is composed of n kernels, where n is 2 in this paper, 

namely,the iris pixels and non-iris pixels.  

 

 

 

Fig. 1 Flow Chart of the Proposed System  

 

 

In the Dense-decoder, the nchannel feature maps obtained from the Dense-encoder aresampled by 5 transpose 

layers and the output prediction masks areobtained. The pixel values of the prediction masks are 0 or 1,where 0 

denotes the non-iris pixels and 1 represents theiris pixels. Except for the last transpose convolutionallayers, all 

transpose convolutionallayers fuse the same size output of the pooling layers in theDense-encoder by adding the 

pixel values of the feature maps. Additionally, all fuse layers are followed by processinglayers. The process 

layers are composed of two successiveconvolutional layers. The first one consists of doublenumbers of previous 

layers kernels.The second one consists of half numbers of previous layerskernels. All convolutional kernelsare 

padded with zeros.At the end of the Dense-decoder, the cross entropy functionis adopted as the cost 

function.Fig. 2 shows the architecture of the proposed Iris Recognition system. 

Input Image 

Segmentation 

Normalization 

Feature Extraction 

DWT Conversion 

Classification 
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In DFCN architecture of Fig. 2, ‘Conv’ represents convolutional layers, ‘DB’ represents dense blocks, 

‘PL’represents pooling layers, ‘Conv_t’ represents transpose convolutional layers and ‘Pro_L’ represents 

processing layers.The details of DFCN architecture with its encoder and decoder are given in Table 1 and 2. 
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Fig. 2 Proposed System Architecture of Iris Segmentation 

 

 

 

 

 

 

 

Table 1 Architecture of DFCN – Dense Encoder 

Layer Stride No. of Kernel Output Size 

Input - - 300 x 400 x 3 

Conv1 3x3 64 300 x 400 x 64 

DB1 3x3 48 300 x 400 x 160 

Pool1 2 x 2 - 150 x 200 x 160 

DB2 3x3 48 150x 200  256 

Pool2 2 x 2 - 75 x 100 x 256 

DB3 3x3 48 75 x 100 x 352 

Pool3 2 x 2 - 38 x 50 x 352 

DB4 3x3 48 38 x 50 x 448 

Pool4 2 x 2 - 19 x 25 x 448 

DB5 3x3 48 10 x 13 x 544 

Pool5 2 x 2 - 10 x 13 x 544 

Conv6 7 x 7 - 10 x 13 x 4096 

Dropout1 - - - 

Conv7 1 x 1  10 x 13 x 4096 

Dropout2 - - - 

 

Normalization 

To compare two iris images, it is easy if the segmented iris region is set to a particular size i.e. rectangle shape. 

This normalization is done using Daugman’s model [28]. In this process, the center of the radial circle across the 

iris region is considered as the reference point. The transformation is done using the following equations: 

( , ) (1 ) ( ) ( )

( , ) (1 ) ( ) ( )

p l

p l

x r r x rx

y r r y ry

  

  

  

  
                                                  (1)

 

Where ( )px  denotes the point of the detected boundary of the segmented pupil and is the angle of the center 

of the pupil. ( )lx  and ( )ly  denotes the coordinates of the points on contour of the iris, obtained by the same 

principle. 

Table 2 Dense Decoder Architecture 

Layer Stride 
No. of 

Kernel 
Output Size 

Conv_t1 3 x 3 448 19 x 25x 448 

Fuse1 - - 19 x 25x 448 

Process Layer 1 1 x1 448 19 x 25x 448 

Conv_t2 3 x 3 352 38 x 50 x 352 

Fuse2 - - 38 x 50 x 352 

Process Layer 2 1 x1 352 38 x 50 x 352 

Conv_t3 3 x 3 256 75 x 100 x 256 

Fuse3 - - 75 x 100 x 256 

Process Layer 3 1 x1 256 75 x 100 x 256 

Conv_t4 3 x 3 160 15 x 200 x 160 

Fuse4 - - 15 x 200 x 160 
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Process Layer 4 1 x1 160 15 x 200 x 160 

Con_t5 3 x 3 2 
300 x 400x Number of 

classes 

prediction - - 300 x 400 x 1 

 

The normalized image is of size 80 × 512. The width of the image is the variation on the angular axis and the 

height is the variations on the radial axis. The normalized segmented iris region looks like the one shown in Fig. 

2. 

Feature Extraction and Classification 

One of the important phases in the iris segmentation is feature extraction. The features are extracted from the 

normalized segmented iris region using Gabor wavelet transform.The feature extraction algorithm is in given in 

Algorithm 1.  

 

From the literature, it is studied that wavelet coefficients gives more features from an image than spatial 

coefficients. Hence, the input image is transformed into wavelet coefficients using Discrete Wavelet Transform. 

Since bi-orthogonal wavelet coefficients gives better features for iris images than the other wavelets, it is used in 

this research work.In this work, the bi-orthogonal wavelet 6.8 is used. Only the low frequency components are 

used for feature extraction. Let the normalized segmented iris images be Ω. 

 

Algorithm 1: Feature Extraction 

Input: Normalized Segmented Iris Images Ω,2-D Gabor function ℎ 

Output: Feature Vector 𝑓 

Steps: 

1. Initialize number of scales𝑆 = 4 

2. Initialize number of orientations 𝐾 = 8 

3. For every Image 𝐼 in Ω 

3.1 Calculate Gabor Filtered Image using 

𝐼𝑔𝑚,𝑛
(𝑟, 𝑐) = ∑ ∑ 𝐼𝐸(𝑟 − 𝑠, 𝑐 − 𝑡)ℎ𝑚,𝑛

∗

𝑡

(𝑠, 𝑡)

𝑠

 

3.2 Calculate mean of the energy of the Gabor filtered image using 

𝜇𝑚𝑛 =
∑ ∑ |𝐼𝑔𝑚,𝑛

(𝑥, 𝑦)|𝑐𝑟

𝐻 ×  𝑊
 

4. End 

5. Concatenate feature Vector as 𝑓 = [𝜇1𝜇2𝜇3  …  𝜇𝑏] 

6. End 

 

Gabor features are extracted from the low frequency coefficients obtained from pre-processing step. The 2D-

Gabor function is defined as  

  ℎ(𝑥, 𝑦) = exp [−
1

2
(

𝑥2

𝜎𝑥
2 +

𝑦2

𝜎𝑦
2)] cos(2𝜋𝑈𝑥 + 𝜑)  (2)  

 ℎ(𝑚,𝑛)(𝑥, 𝑦) = 𝑎−𝑚ℎ(𝑥̃, 𝑦̃), 𝑎 > 1(3) 

Where𝑥̃ = 𝑎−𝑚(𝑥 cos 𝜃 + 𝑦 sin 𝜃), 𝑦̃ = 𝑎−𝑚(−𝑥 sin 𝜃 + 𝑦 cos 𝜃), 𝜃 =
𝑛𝜋

𝐾
 (𝐾=total orientation, n=0,1,... 

K-1). Step 3.1 in the Algorithm 1 gives the Gabor filtered image, in which 𝑚 = 0,1, … , 𝑆 − 1, 𝑛 = 0,1, … , 𝐾 −

1, 𝐾 is number of orientations and 𝑆 is number of scales. 

 

In Gabor feature extraction, there are several post-processing techniques such as complex moment features and 

Gabor-energy features. In this work, the Gabor-energy features are used. It is designed using𝐾, 𝑆, and the upper 

and lower center frequencies 𝑈ℎand 𝑈𝑙 respectively.  

𝑎 = (
𝑈ℎ

𝑈𝑙
)

1

𝑆−1
 , 𝜎𝑢 =

(𝑎−1)𝑈ℎ

(𝑎+1)√2 ln 2
(4) 
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𝜎𝑣 = 𝑡𝑎𝑛 (
𝜋

2𝐾
) √ 𝑈ℎ

2

2 𝑙𝑛 2
−  𝜎𝑢

2 , 𝑊 = 𝑈ℎ(5) 

Assuming 𝐻, 𝑊 are height and width of the image respectively, the mean of the energy of the Gabor filtered 

image is given in Step 3.2 of Algorithm 1. The extracted features of lower coefficients of the input images are 

given in Step 5, where b is the number of the input images.  

 The extracted features are classified using SVM classifier. 

III. Experimental Results 

This section starts with the explanation of datasets used in this paper. Then the hyperparameters that are used for 

executing DFCN models are discussed. This is followed by the discussion of the experimental results obtained 

by the proposed method. The performance measures that are used by the proposed method are presented next. 

Finally, the results are compared with some recent methods. 

 

Details of Datasets 

We have tested our algorithm on two iris databases such as CASIA-Iris-1000 [29] and IIT Delhi (IITD) [30]. 

The CASIA-Iris-1000 images are collected using an IKEMB-100 cameraTable 3 displays the details of each 

dataset. 

Table 3 Properties of Datasets 

Property CASIA 1000 IITD 

Number of Classes 1000 224 

Number of Images 20000 2240 

Image Size 640 x 480 320 x 240 

Image Format JPG BMP 

Illumination Environment NIR NIR 

 

The dataset should be divided into training and testing sets to implement the proposed method.Table 4gives the 

details after dividing the dataset for training and testing. 

Table 4The details of the dataset after splitting 

Dataset CASIA 1000 IITD 

Number of training sets 10000 672 

Number of test sets 10000 1568 

 

Hyperparameters Setup for DFCN Model 

The hyper-parameters and the execution environment used in the training process of DFCN are presented in 

Table 5. In the DFCN model, the learning rate decreases every 10000 steps by a factor of 10. The weights of all 

convolutional kernels areinitialized as a truncated normal distribution with a standard deviation of 0.01, and the 

bias of all convolutional layers is 0. The values of 𝞵 and v of the mini-batch Adam algorithm areset to 0.9 and 

0.99, respectively 

 

Table 5 Experimental Setup of System and Hyper-parameters of Neural Network Models 

 

Model Execution Environment Hyper-Parameters 

DFCN 

Inter Core i9-7900x CPU 

with 32 GBmemory and an 

NVIDIA 1080ti GPU with 

11 GB memory 

 Learning rate -  0.001. 

 Iterative step – 30000 

 Batch size - 2  

 Optimization - Adam 

optimizer  

 

IV. Results of the Proposed Method 

Input images, groundtruth and the results obtained by the proposed method fromIITD and CASIA Iris 

1000datasets are shown in Fig. 3 and 4 respectively. 
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(a)                          (b)                       (c) 

Fig. 3 (a) Input Images (b) Groundtruth (c) Results obtained by the Proposed Method for IITD Dataset 

 
(a)                        (b)                      (c) 

Fig.4 (a) Input Images (b) Groundtruth (c) Results obtained by Proposed Method for Casia Iris 1000 Dataset 

Performance Measures 

The performance the proposed method is evaluated using accuracy, precision and recall measures. The accuracy 

gives the correct segmentation pixels andis calculated as follows: 

     𝑎𝑐𝑐 =
𝑇𝑝+𝑇𝑛

𝑇𝑝+𝑇𝑛+𝐹𝑝+𝐹𝑛
× 100                                            (6) 

The precision gives the average proportion of the correctclassification number of iris pixels that are classified as 

iris pixels. The precision is calculated as follows: 

      𝑃 =
𝑇𝑝

𝑇𝑝+𝐹𝑝
                                                         (7) 

The recall denotes the average proportion of the correctclassification number of iris pixels that belongto iris 

pixels. The recall is calculated as follows: 

𝑅 =
𝑇𝑝

𝑇𝑝+𝐹𝑛
                                       (8) 

Comparison of Proposed Method with Recent Methods 

The results of the proposed method are compared with recent methods such as DFCN [2], VGGNet [6], DeepIris 

[8], CNN with Iris Texture [10] and FCEDN [28] which are discussed in Section 2. Table 6 shows the accuracy 

comparison of the proposed method with recent methods for CASIA Iris 1000 and IITD dataset.  

Table 6Accuracy Comparison of Proposed Method with Recent Methods  
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Dataset / Method CASIA 1000 IITD 

DFCN[2] 98.05 98.84 

VGGNet[6] 97.6 99.4 

DeepIris [8] 92.4 95.5 

CNN  with Iris Texture [10] 92.61 - 

FCEDNs- Original [28] 94.39 94.09 

FCEDNs- Basic [28] 95.52 94.61 

FCEDNs-Bayesian Basics[28] 96.09 93.28 

Proposed Method 98.85 99.8 

 

From the Table 6, it is observed that the DFCN method has high accuracy of 98.05% for CASIA 1000 dataset. 

But our method outperforms the DFCN method by achieving an accuracy of 98.85%. In IITD dataset, the 

method which uses VGGNet model has the highest accuracy of 99.4%.  The accuracy of the proposed method is 

little higher than that method. Fig. 5 shows the bar chart comparison of the accuracy obtained by the proposed 

method and recent methods. 

 
Fig. 5 Bar Chart Comparison of Proposed Method with Recent Methods 

Table 7 shows the comparison of precision and recall values of the proposed method with other methods such as 

IrisDenseNet [29] and FRED Net [30]. 

 

Table 7 Precision and Recall Comparison of Proposed Method with Recent Methods 

 

Measure/ Method CASIA 1000 IITD 

Precision Recall Precision Recall 

IrisDenseNet[29] 0.9810 0.9710 0.9716 0.9800 

FRED Net[30] 0.9659 0.9910 0.9253 0.9968 

Proposed Method 0.9768 0.99 0.9279 0.99 
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From the Table 7, it is studied that the precision and recall measure obtained by the proposed method is higher 

than other methods.  

IV. Conclusion 

Biometric recognition has many researches in various applications. One among them is iris recognition. To 

segment the iris, first we use DFCN and then normalize the segmented region into a rectangle shape using 

Daugman’s rubber sheet method. Then Gabor features are extracted from the normalized iris region which is 

classified using multiclass SVM classifier. The proposed method is tested on two publicly available datasets 

such as CASIA Iris 1000 and IITD datasets. The efficiency of the proposed method is evaluated using accuracy, 

precision and recall measures. The experimental results proved that the proposed method achieves the highest 

accuracy of 98.85% and 99.4% for CASIA 1000 and IITD datasets respectively which is better than other 

methods.  
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