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Abstract: Recommender systems are the most important tools of data mining, which have been today created to predict the 

profitability in the stock exchange and providing relevant information. These systems can collect the data related to the stock 
exchange and the status per share from different references explicitly or implicitly and use them to predict and increase the 
earnings of investors. The investors used to apply return on investment (ROI) ratios to make financial decisions. Although the 

ratios gained pervasive function in practice, they never considered the time value of money (TVM) and investment risk. Later, 
the concept of TVM entered into the literature of the financial and investment economy and left significant effects on financial 
decisions. Accordingly, this study has proposed a recommender system to enhance the profitability of investors in the Tehran 

Stock Exchange. To do so, the combination of the NSGAII algorithm and clustering technique based on the K-Means algorithm 
was used. NSGAII algorithm can be used in this solution to derive the main specifications from the dataset to improve the 
efficiency and accuracy of clustering. In this case, the specifications with no impact on the prediction of profitability are 
eliminated, and the clustering is done on the main specifications without outliers. The process of elimination of outliers would 
be completed without losing the basic data of the dataset. Therefore, a purified set of rules is obtained by narrowing down the 
data, which can facilitate decision-making. In the end, the proposed solution was implemented in MATLAB based on Crisp 

Methodology. Using the solution, the risky, low-risk, and moderate-risk portfolios can be extracted. The purchase volume from 
the symbols of the five companies listed in the stock exchange differs based on the risk level and expected return.  
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1. Introduction  

Nowadays, due to the increasing growth of the Internet and a large volume of information, we require systems 

that can recommend the most appropriate services and products to user. One of the most important topics in 

cyberspace technology is the performance of recommender systems. The recommender system provides appropriate 

recommendations for the user by intelligently analyzing of information. Utility is a very important issue in a 

recommender system. In recommended systems, utility of an item is usually determined by pricing and it expresses 

how a particular user likes an item.  In general, utility can be an optional function including the profit function. The 

utility can be defined as the rate defined by the user or by the program under the profit-based utility function. On 

the other hand, risk and return are basically two factors that have always been considered in the area of investment. 

Over time, risk versus return has become more comprehensive in nature and methods have been proposed to 

quantify measurement or investment risk management. Extensive recommender systems have been used to generate 

recommendations using different techniques in various application areas such as stock exchanges and this has 

created many challenges. The most important weakness of most techniques is the need to label features, resulting 

in its exclusive use in stock market intelligence. However, in the case of stock, description of new features is due 

to the lack of correspondence with the user's previous items. Thus, the user is unaware of the addition of new items 

to the system and limits the user's system recommendations to observing similar and duplicate items. 

Recent studies have shown that in comparison between the recommendations of the stock exchange and the 

recommendations of the recommender systems in terms of quality and utility, the recommendations of the stock 

exchange are preferred, even if the recommendations provided by the recommender system include new and 

diverse factors. For this reason, integrating content computational models into recommender systems has become 

a research topic. The existing differences between growth and value stocks and the factors affecting them make 

investors invest in stocks by acquiring new financial knowledge and paying more attention to market conditions 

and periods in stocks (Perm Sankara, 2015). The issue of selecting portfolio is one of the difficult and complex 

issues for companies, organizations and even the general people involved with it, since successful predicting of 

portfolio promises profit and return on investment. The complexity of selecting the right portfolio is because profit 

of a stock depends on several factors, including political events, economic conditions, traders' expectations, and 

other environmental and social factors. These issues have made stock prices a dynamic, nonlinear, non-standard 

and irregular issue. Hui showed that in order to reduce investment risk and increase portfolio returns, the behavioral 

characteristics of stocks in previous periods should be examined to predict its future behavior. In addition, as stated 

before, one of the ways to reduce investment risk is to take advantage of the diversity in investing in creating a 

portfolio. Thus, in order to have the maximum return and minimum possible risk, we can select the stocks to form 
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a portfolio among the stocks of various companies (Shackelford, 2017). Financial managers prefer to have a 

mechanism that can help them in their decision-making. For this reason, predicting methods has received much 

attention. Thus, capital market experts have examined the market for many years and identified different models 

for predicting. For this purpose, they have used a combination of model recognition and experience of observing 

cause and effect relationships (Kristoffersen et al., 2019). In addition, one of the most important issues in evaluating 

recommendation systems is related to the cold start issue. The cold start problem occurs when there is no 

appropriate evaluation for a new user who has recently entered the system, so no recommendations can be done 

for this user. The use of intelligent algorithms such as clustering to cover problem solving and reduce the error of 

recommender systems in the stock market can be useful, so an intelligent recommender system is provided in this 

study to increase the profitability of investors in the Tehran Stock Exchange using mixed clustering algorithm to 

cover several purposes in this system. Nasim et al. (2017) proposed an ontology-based recommender system for 

Commercial Off-The-Shelf (COTS) components. With development of COTS, it improves the identification of 

COTS components. It integrates these technologies into a comprehensive information retrieval technology and 

knowledge about COTS components and users to provide the most appropriate COTS components that meet the 

needs of users. 

Ontology-based recommender system for COTS components  is known as ONTOCOTS, which describes 

COTS components and makes their heterogeneous descriptions available on the web, and (2) a user model that 

represents user settings and interest domains. The proposed recommender system is divided into two main 

processes. The first process is responsible for extracting information about COTS components from the repositories 

and displaying them as ONTOCOTS items. The second is a descriptive process in which the user query is expanded 

using ontology WordNet and itis used to generate a formal query. The list of results is ranked based on the degree 

of satisfaction with the user's needs and preferences. Experiments suggest that the recommender system performed 

better in placing the relevant COTS components on the list. Jian et al. (2017) proposed a recommender system for 

solving intelligent stock exchange problems, using evolutionary evaluation methods. Instead of interacting with a 

small population, we form a very large initial population that is then divided into two categories. We used this 

approach in several evolutionary models without limitations and compared its performance with standard 

evolutionary algorithms performance. Using several evaluations (below 100), we obtained comparable results to 

advanced evolutionary algorithms. Before performing intelligent-based optimization tasks using traditional EAs, 

it is recommended to try other techniques, such as those discussed here, to achieve similar results with less 

evaluation. Don et al. (2017) introduced a stock exchange recommender system to help select project managers. 

In this method, different classification combinations and feature selection algorithms were first evaluated and the 

best one was selected to build a recommendation model with stock exchange data. Then, the recommended model 

was used to predict a new stock exchange project. In this work, the number of defects, the severity of defects and 

changes in the stock exchange were also considered. Experiments on data sets of 37 different development teams 

from different countries show that the accuracy of the recommended method is 82.5%. Each of the methods has 

several shortcomings that reduce the efficiency of current systems. For example, if a new item is added to the 

system, there is no way to recommend it to a user, unless another user rates it or introduces it as similar to other 

items. However, due to the ability to provide better recommendation, recent research works focus primarily on this 

technique and seeks ways to improve it. In the present study, we will try to cover more comprehensively than 

solving the problem space by presenting the clustering approach. Many studies have been conducted in different 

fields related to the subject of our research, including providing a recommender system and examining these 

systems, but the recommender systems have not been investigated so far using mixed clustering algorithms. In the 

present study, an intelligent recommender system was presented to increase the profitability of investors in the 

Tehran Stock Exchange. The present study also aims at answering these questions: 

Which parameter in the objective function leads to an increase in the accuracy of the recommender system? 

- What are the intelligence criteria of stock exchange for the clustering algorithm to solve the cold start problem? 

- How the information of securities and stock exchange can be used in recommender systems to improve the 

accuracy and reduce the error of the recommender system? 

Proposed solution 

In the proposed method, before applying the data to the proposed model, the data preprocessing process is 

performed to normalize them. This section includes the following steps: 

- Data homogenization (training and test data): In this section, a type of homogenization is performed on the 

data level by placing the letter characteristics of the data set with numerical values. 

-   Data normalization (training and test data): In this section, the imbalance between the data is eliminated. 

Since some features have large numerical values that can dominate other features, this section eliminates this group 

of abnormalities. 

https://www.sciencedirect.com/science/article/abs/pii/S0164121217301590
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In the next step, the operation related to NSGAII algorithm is performed. In general, important features of data 

are extracted by using the NSGAII algorithm to increase the overall performance of the solution and efficiency of 

the clustering sector, since feature reduction can ultimately increase the efficiency of the clustering algorithm. In 

methods that lack this capability, the algorithm has to use features that have nothing to do with stock profitability. 

This type of learning will actually be learning with outliers and will have a negative impact on the recommender 

system. In the proposed solution, the clustering algorithm (K-Means) uses only the important features provided by 

the NSGAII algorithm instead of using all the features, resulting in an increase in the accuracy of solution. Moreover, 

processing, applying, and utilizing of features that do not play an important role in clustering reduce the clustering 

process and solution speed. In this method, redundant data is deleted without losing basic database data.  Therefore, 

information reduction results in a concise and meaningful set of rules that facilitate decision-making and learning. 

In fact, the genetic algorithm maps the raw data space to the concept space by reducing the data space and selecting 

important features. In other words, in this case, the stock features are summarized into some of the most important 

features and increases the efficiency and accuracy of the stock status. The most important reasons for selecting 

NSGAII algorithm are the following cases: 

-  It has a faster solution than other methods and the problem of computational complexity of previous algorithms 

has been resolved in this method. Assuming that M is the number of target functions and N is the population size, 

the computational complexity of this method is O (MN2), which is much less than the computational complexity of 

previous methods. 

-It uses crowding distance to obtain a uniform set of solutions from other algorithms and estimate density of 

points around the solutions. In fact, crowding distance is a factor that is used to better select the solutions in terms 

of scattering on a set of solutions. 

Accordingly, the details of each of the parts of the proposed solution are provided below . 

 
Figure 1- Proposed model 

Non-dominated sorting genetic algorithm II (NSGA-II) 

In the first step of NSGA-II algorithm, the initial population is generated. In the second step, a rank and a 

crowding distance are assigned to each member of the population. The method of calculating the rank is such that 

for each member i, two characteristics ni and Si are calculated. ni is the number of dominant members of i and Si 

are the set of recessive chromosomes i. The members with ni = 0 are the first Pareto frontier or fi. Now, for each 

member of fi, a member of the recessive set Si is considered and nj for the jth member of it is reduced by one unit. 

The member in which nj = 0 will belong to the H set. After completing H for all members of f1, we can say that H 

is the second Pareto frontier. Then, f1 is set aside and H is used as the first Pareto frontier and the above process 
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is repeated for the rest of the members  .In this step, the crowding distance is calculated for each member. To 

determine the average, the crowding distance of the nearest member on both sides of the point is considered for all 

utility functions. The quantity of crowding distance indicates the size of the largest meta-rectangle that firstly takes 

a member and secondly does not include any other member. The following figure shows this concept for two utility 

functions . 

In the third step, among the solutions of each generation, a number of them are selected using the tournament 

selection method. In the tournament selection method, two solutions are randomly selected from the population. 

Then, two solutions are compared and finally the superior solution is selected. The selection criteria in the NSGA-

II algorithm are primarily the solution rank and secondly the swarm interval related to the solution. The solution 

that has a lower rank and a greater crowding distance is considered as desirable solution. In the fourth step, by 

repeating the tournament selection operator on the population of each generation, a set of members of that 

generation are selected to participate in the combination and mutation. The combination and mutation are 

performed on a part of the selected members and a population of members is created. In the fifth step, this 

population is merged with the initial population and the members of the new population are first sorted based on 

rank and in an ascending order. Then, the members of the population, who have the same rank, are sorted in a 

descending order in terms of distance and crowding. Then, the members of population are sorted first in terms of 

rank and then in terms of crowding distance. Finally, in the final step, the highest-ranking members of the list are 

selected as the next generation population. This cycle is repeated until the termination criteria are met. 

Selection operator 

To apply NSGAII operators to solutions (Cis), Cis must first be selected as the parent to create child solutions 

based on these solutions. In this solution, the tournament selection method is used to select the parent solutions.  

This method is one of the most widely used methods in genetic algorithm due to its efficiency and simplicity of 

implementation. In this method, n samples from a large set are randomly selected and the selected samples are 

compared with each other. The sample with the highest level of fitness wins and participates in the next generation.  

The number of samples entered in each competition depends on the size of tournament, and its value is usually 

assumed to be 2, which is also called as a binary tournament. Since diversity can reduce the rate of convergence, 

this method gives all the samples a chance to be selected . 

Crossover operator 

In this research, order-based crossover operator was used. A cut-off point is selected randomly. The first 

segment of the chromosome is transferred from the parent to the corresponding child without change and the other 

genes are transferred from left to right as they are in the other parent (non-corresponding parent) (second child is 

also obtained in the same way).  

Mutation operator 

In the present study, two mutation operators, including swap and inversion operators, were used. One of them 

is randomly selected and is applied on the desired solution. The swap operator takes the current solution and its 

two elements and creates the new solution by changing the location of these two elements. The inversion operator 

takes the current solution and the two elements of it and creates the new solution by changing the location of the 

two elements and sorting the middle elements in the opposite direction to the original solution elements. 

Fitness function 

The fitness function is a key component of the NSGA algorithm, used to evaluate usefulness or non-usefulness 

of one member to survive. This dissertation presents a new fitness function for the NSGA algorithm to reduce error 

rate and increase the rate of true positive (TP) in selecting useful features. Accordingly, in the fitness function, two 

new parameters called error rate (Error) and true positive rate (TPR) are used as follows: 

Fitness (S) = WaTPR  + Wb Error 

The true positive rate parameter is equal to the ratio of the number of correctly selected samples to the total 

number of samples. This parameter is calculated in this way. 

𝑇𝑃𝑅 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

The error rate is equal to the number of samples that have not been selected correctly. This parameter is 

calculated in this way: 
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𝐸𝑟𝑟𝑜𝑟 =  
𝐹𝑃 + 𝐹𝑁

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁
 

Clustering section 

The K-Means algorithm is one of the simplest and fastest clustering methods. This algorithm has a parameter 

called k that specifies the number of clusters that must be obtained. 

In the proposed solution, the K-Means clustering algorithm is implemented as follows: 

Defining the number of k clusters: For example, if k = 2, we assume normal and abnormal traffic in training 

two different clusters. 

- Initialization of k cluster centers of gravity, this is done by randomly selecting k data items from the data set. 

- Calculating the distance of each item to the centers of gravity of all clusters using the Euclidean metric 

distance, which is used to find similarities between items in the data set. 

- Assigning each item with the nearest center of gravity of the cluster: in this method, all items will be assigned 

to different clusters, so that each cluster will have items with similar features 

- After assigning all items to different clusters, the mean of the modified clusters is recalculated. The recently 

calculated mean is assigned as the new center of gravity. 

- Repeating step 3 until the center of gravity of the cluster does not change. 

-Normal and abnormal labeling of clusters depends on the number of data items in each cluster. 

However, it can be stated that there is a fundamental problem in this method of clustering. This problem is 

determining the initial part and the appropriate number of K clusters.  

The overall process of solution  

To provide a clear and accurate view of the study problem and the way of solving it, the proposed method was 

used for solving the problem of stock prediction in accordance with Crisp methodology. This methodology is in 

fact the standard industry process for Cross Industry Standard Process for Data Mining (CRISP-DM) and consists 

of six steps in a circular process. 

 

The steps of this model as the method of implementing this research are as follows: 

1- Problem definition 

2- Data analysis: In this step, data of stock price of five companies are from more than 350 companies listed in 

the stock exchange as the sample of study. The required data (daily stock price of the selected companies) is 

uploaded from the website of the Tehran Stock Exchange Technology Management Company at TSETMC.com. 

3- Data preparation: In this step, the data collected in the previous stage will be descriptively examined. The 

nature of data, the granularity of data and the quality of the data are considered in this stage. Data reduction will 

also be done in this step. 

4- Modeling: In this step, data is divided into training data set and test data set. Since the volume of examined 

data is not very large, it is not necessary to allocate a part of data to validation data. 

5-Evaluation: In this research, the strategy of selecting the portfolio will be evaluated based on risk and return 

parameters. Using different levels of risk and return and their ratio, the volume of purchase is determined in the 

portfolio . 

 6-Deployment:  In this step of study, the proposed solution, which is based on the non-dominant genetic 

algorithm and K-Means clustering, is deployed in the MATLAB program environment 

Data collection 

Five companies from five heterogeneous industries were selected for this research as described in Table 1 

Table 1- Symbol of selected companies 

Row Company Trading symbol Group 

1 Minoo Shargh Food Industries Ghaminoo Food and drink 

2 Khark Petrochemical Shakharak chemical products 

3 
Omid Taban Hoor Energy 

Management 
Vehoor 

Supply of electricity, gas, steam 

and hot water 

4 Pars Khodro Khpars 
Automobile and Manufacturing 

automobile parts 
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5 Naft Vanaft Oil products, coke and fuel 

The data resulting from daily transactions in the Tehran Stock Exchange are stored on the information servers 

of that organization and are provided in the form of web service or a downloadable file for storage to the interested 

people. Web service or more specifically the xml file in the information technology of the stock exchange and the 

daily data file are provided to legal entities only according to the rules and requirements of the stock exchange. 

The file can be downloaded and saved in csv and xls formats and can include the information fields of symbol title, 

first price, the highest price, the lowest price, final price, transaction volume, transaction value, and the last price. 

To download and store the daily transaction price data of the five selected stocks, the information technology site 

of the stock exchange was used and the desired data were stored in the form of a csv file and then converted to mat 

format for use in the MATLAB program.  

2. Results 

Daily stock price data are dynamic data type. The daily price Diagram of the stock of different symbols is 

shown in Figure 2 . 

  

a) b) 

  

c) d) 

 

e) 

Figure 2 - aA) Daily stock price Diagram of Naft symbol, B) Daily stock price Diagram of Ghaminoo symbol, c) 

Daily stock price Diagram of Shakhark symbol, D) Daily stock price Diagram of Vehoor symbol, E) Daily stock 

price Diagram of Khpars symbol 

 Data quality 
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In the data analysis and preparation step, the most important task is to check the quality of data in terms of 

accuracy, completeness, non-redundancy, non-missing and non-disturbing.  Stock price data are accurate data, 

because they inherently show the exact size and the judgment of the two observers on them is exactly same. In 

addition, since stock price data are sufficient for predicting, they are complete data. In examining the redundancy 

of stock price data, since there is no more than one variable in this study, redundancy caused by strong correlation 

of variables is rejected. Regarding the redundancy caused by unrelated data, since this solution uses the non-

dominant genetic algorithm (NSGAII), concise and appropriate data are always extracted. In other words, by 

deleting irrelevant data, the size of data can be reduced and thus the productivity level of the solution can be 

increased. Figure 3 shows the price Diagrams of these five companies for the last 20 workdays. 

 

Figure 3 - Diagram of five selected companies based on their prices 

As shown, stock price is not a good indicator for scaling and analysis, since the price of a stock may be several 

times higher than other prices. Accordingly, there is a need for an index that can examine all these prices together 

and analyze the rate of increase and reduction in a given period. For this purpose, the return index is used (Sias et 

al., 2020). This index actually shows how profitable a company is in relation to the total assets of that company. 

Accordingly, this index provides a general view of efficient management in relation to the use of assets to generate 

profits. It is calculated by dividing the annual profit by the total assets of each company. 

Figure 4 shows a diagram of the five companies after scaling using the return index. With the help of this index, 

the scaling related to prices has been removed and the data of each company have been placed in the same scale 

along with other companies based on their return . 

 

Figure 4) Diagram of five selected companies based on return index 

To deploy this model and enter the data to NSGAII algorithm in the MATLAB program, a matrix is created for 

the desired number of data. In other words, the stock price data are transferred from the input matrix environment 
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resulting from the time series to another matrix environment with dimensions n * m. The results of deployment of 

the solution are shown below. 

Deployment results 

Once the proposed solution was deployed on the data set, the results of its output are shown as a Pareto diagram 

in Figure 5. This diagram is based on the rate of return and risk per stock . 

 

Figure 5) Output derived from deployment of the solution 

As shown in Figure 5, the proposed solution has reversed a Pareto set. In this Pareto frontier, which represents 

the set of optimal solutions, the portfolio can be selected according to the type of strategy. In fact, the green diagram 

is related to the efficiency level. Each investment scenario either will be efficient on the curve in the best state or 

will be placed at the bottom of it. 

Accordingly, were classified the results derived from output into three categories, including low-risk, high-risk, 

and medium-risk. The results are shown in Table 2. In these tables, the weight of each stock is shown according to 

the risk and return parameters. It means that if we want to have the maximum return, we must also accept the 

maximum risk, and vice versa. In fact, selecting the results derived from output of the solution allows the user to 

select the best portfolios based on aim of his investment. 

 

Table 2) Portfolio of offered stocks with low, medium and high risk 

Low 

risk 
Return 

Percentage 

of Vehoor 

symbol 

Percentage of 

Shakharak 

symbol 

Percentage of 

Ghaminoo 

symbol 

Percentage 

of Khpars 

symbol 

Percentage of 

Naft symbol 

0.0109 0.0195 0 0 0.2558 0.2506 0.4935 

0.0104 0.0193 0 0 0.2757 0.2186 0.5057 

0.0101 0.0191 0 0 0.2952 0.1880 0.5167 

0.0102 0.0191 0 0 0.2911 0.2911 0.5139 

Medium  

risk 
Return 

Percentage 

of Vehoor 

symbol 

Percentage of 

Shakharak 

symbol 

Percentage of 

Ghaminoo 

symbol 

Percentage 

of Khpars 

symbol 

Percentage of 

Naft symbol 

0.015 0.0213 0 0 0.0579 0.5608 0.3813 

0.0135 0.0206 0 0 0.1309 0.4453 0.4238 

0.0132 0.0205 0 0 0.1442 0.4251 0.4307 

0.0124 0.0201 0 0 0.1862 0.3568 0.4570 
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High 

risk 
Return 

Percentage 

of Vehoor 

symbol 

Percentage of 

Shakharak 

symbol 

Percentage of 

Ghaminoo 

symbol 

Percentage 

of Khpars 

symbol 

Percentage of 

Naft symbol 

0.0404 0.0251 0 0 0 0.1028 0.8972 

0.0423 0.0254 0 0 0 0.0600 0.9400 

0.0437 0.0256 0 0 0 0.0294 0.9706 

0.0450 0.0257 0 0 0 0 100 

 

As shown in Table 2, in the low risk state, only the purchase of stocks of Ghaminoo, Khpars and Vanaft symbols 

has been recommended. In practice, since these symbols are among the basic symbols in the stock market, 

purchasing stock of these symbols is less risky. In the low risk state, type of recommended portfolio and purchasing 

volume will also be different depending on the level of risk and return. Based on these four sets of solutions and 

the level of risk and return, no recommendation has been made of the symbols of Vehoor and Shakhark. In practice, 

as shown in diagrams of these symbols, they have had a descending trend, so it is possible that this trend will 

continue in the coming days. Accordingly, in this solution set, there is no recommendation to buy these two 

products. In the medium risk state, based on average risk, only basic stocks have been selected as a suitable option 

in the portfolio and symbols that have a low return on this level of risk have not been recommended. In the high-

risk state, we consider returns at higher levels, so the risk also increases. In the latest solutions that have the highest 

risk, symbol of Vanaft has been recommended, since its return based on recent data sets will probably higher. As 

shown, with increasing the risk, the number of selected stocks will be lower, and the prediction gradually converges 

to a certain volume. In the highest risk state, it is recommended to buy only one stock with 100% volume, since it 

is possible to achieve maximum return compared to other solutions in this state, but the level of risk will be 

maximized. 

3. Conclusion  

The special importance of the capital market in economic development is undeniable through the effective 

management of capital and the optimal allocation of resources. Investment in the capital market requires decision-

making, which in turn requires access to information about the future state of the stock market price. Thus, if the 

future trend of the stock market can be predicted with appropriate methods, the investor can maximize the return 

on his investment. In addition, the unknown factors influencing stock price changes are always a reason to predict 

companies' stock price. Nowadays, financial managers prefer to have a mechanism that can assist them in their 

decision-making, so prediction methods have received much attention. Hence, capital market experts have long 

studied the market and identifying different patterns for prediction. For this purpose, they have used a combination 

of pattern recognition and experience in observing cause-and-effect relationships. There are also many software 

programs that assist to this decision-making and are used as a predicting engine. However, in financial processes, 

some situations may arise that break the rules and make the prediction difficult by using these methods (Vismayaa 

et al., 2020). 

The purchase of stocks of companies newly listed on the stock exchange is more risky compared to other listed 

companies, since investors do not know much about these companies. In other words, information asymmetry 

between managers and potential investors is the most important problem for the investors of these companies. In 

such a situation, companies newly listed on the stock exchange are forced to provide information that will help 

investors determine stock prices. Empirical evidence suggests that investors pay high attention to information such 

as earnings per stock prediction reported by managers when pricing stocks. These predictions reflect managers' 

expectations of the company's future performance. Therefore, the accuracy of these predictions is crucial for 

investors. Researchers in countries such as Australia, the United Kingdom, Hong Kong, Malaysia, New Zealand 

and Singapore have often studied the accuracy of earnings prediction reported by companies newly listed on the 

stock exchange. These countries have similar rules, regulations and institutions regarding securities. The situation 

in Iran is different from the situation of these countries. Therefore, it is necessary to identify the accuracy and role 

of predicted earnings in Iran. In Iran, state-owned economy is heavier than the mentioned countries, so that that 

Iran's economy can be called a state economy. However, in the recent years, based on the revision of Article 44 of 

the Constitution and development of a 20-year vision, the main goal of Iran’s economic officials is to reduce the 

government's economic activities and expand the private sector activities. To achieve this goal, it is necessary for 

Tehran Stock Exchange to be more active to pave the way for offering stocks of state-owned companies to public 

people. 

However, in financial processes, often some situations arise that break the rules and make the prediction difficult 

by using these methods. In fact, stock price prediction in many cases can be very useful for investment organizations 
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operating in various economic areas. In such a situation, w an intelligent system is required that can provide good 

results as the future price of stocks by receiving some data and training through data. Accordingly, the aim of present 

study was providing an efficient method in predicting stock price a using the NSGAII algorithm and K-Means-

based clustering to increase the prediction accuracy. In this solution, the data processing process is performed to 

normalize them. In the next step, the operations related to the NSGAII algorithm are performed. In general, by using 

the NSGAII algorithm, important data features are extracted to increase the overall performance of the solution and 

to increase efficiency of the clustering, since feature reduction can ultimately increase the efficiency of the clustering 

algorithm  .In the methods lack this ability, the algorithm has to use features that have nothing to do with stock 

profitability. This type of learning will actually be learning with outliers and will have a negative impact on the 

recommender system. Finally, through K-Means algorithm, stock clustering operations are performed to offer a 

series of portfolios to the user according to performance and risk parameters. The proposed solution was 

implemented in MATLAB program environment and in accordance with CRISP methodology, and high-risk, low-

risk and medium-risk portfolios were extracted by using it. In each of these cases, based on the level of risk and the 

expected return, the volume of purchase from the symbols of the five companies listed in the stock exchange market 

volume will be different  
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