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Abstract: The study comprises of developing a mathematical model based on principal component regression and step-wise 
multiple linear regression over Idukki district of Kerala. Different parameters such as sea surface temperature, ocean heat 
content and wind are utilized for the development of model. 63 different models are constructed for this purpose. The observed 

rainfall data for the district has been collected from the Kerala Government. Results suggest that the rainfall in the region has 
become asymmetric with more rainfall in theAdarsh-Suvarna J and Archana Nair month of September. The efficiency of model 

is judged by root mean square error (RMSE) and it has been found that the model by taking only OHC in the region (0-
50N,500E-750E) as parameter gives, the least RMSE.  
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1. Introduction  

Rainfall is a key physical process that transports water from the atmosphere back to Earth’s surface and links 

weather, climate, and hydrological cycle (Kharol et al. 2013). In India, main monsoon starts from June to 

September. Two major monsoons in India are south- west monsoon, which arrives in June and North-east 

monsoon arrives in the month October. Some regions in India receive more rainfall during monsoon whereas 

some regions receive very less rainfall. Mumbai receives a lot of rain during south –west monsoon and Delhi, 

Hyderabad, Bangalore receives very less.  

Kerala lies more closer to the equator when compared to other states in India. Kerala is blessed with a pleasant 

climate throughout the year. Kerala receives highest rainfall in the year 2018 and 2019 (Ashrit et al. 2020). People 

depend more on rainfall for agriculture purposes. The annual rainfall of the state varies from 3,800 mm over the 

north to 1,800 mm in the extreme south. The potential rainy season for Kerala is the southwest monsoon period, 

which contributes more than 80% of the annual rainfall (Nathan 2000). The state of Kerala experienced the worst 

disaster in its history in 2018. The disaster affected around 5.4 million people and 433 lives were lost (Nathan. 

2000). 

Kerala’s one of the most nature rich area is Idukki and it is known as spice garden. Idukki lies in the western 

ghats (see Figure 1) and places are full of greenery, waterfalls and varied vegetation. Place receives rainfall in the 

beginning of June, due to north –east monsoon it also receives rain in October, November, December. Agriculture 

is the main occupation of the people. It is suitable for the cultivation of plantation crops like tea, coffee, rubber 

etc. Rain is very necessary for agriculture. Higher or Lower rainfall, or changes in its spatial and seasonal 

distribution would influence the spatial and seasonal distribution would influence the spatial and temporal 

distribution of runoff, soil moisture and ground water reserves, and would affect the frequency of droughts and 

floods (Kharol et al. 2013).  People in this place suffers from many problems due to heavy rain. In the state of 

Kerala, Idukki was the worst-hit district during 2018 disaster, with 143 major landslides in the state government 

record (Nathan , 2000) .The southern Indian state of Kerala experienced exceptionally high rainfall during August 

2018, which led to devastating floods in many parts of the state (Ashrit et al. 2020). So rainfall prediction is very 

necessary, since such predictions are very rare in Kerala. According to the Intergovernmental Panel on climate 

change (IPCC 2007), future climate change is likely to affect agriculture, increase in the risk of hunger and water 

scarcity (Kharol et al. 2013).  

Three Artificial Intelligence approaches like K-nearest neighbor(KNN), Artificial neural network(ANN), 

Extreme learning machine(ELM),are used for predicting seasonal monsoon and post monsoon rainfall from 2011 

to 2016. Study also shows that these approaches will predict with low prediction error (Dash et al. 2018) . 

Researchers developed  Climate Predictiability Tool using global SST for predicting seasonal rainfall in rainy 

season from 1975 to 2008 and also tried to evaluate starting month of rainy season compare to one month before 

rainy season (Hossain et.al. 2019). A multilayered feedforward neural networks trained with error-back-

propogation algorithm is used to predict  seasonal rainfall over India (C. Venkatesan et.al. 1997).  India faced a 

major drought in 2009, a study explains features of this drought examines real-time seasonal prediction has made 

by six GCM(General Circulation Model)( Acharya et al. 2011) .To predict rainfall in Bangladesh , Multiple linear 

regression model is used (Navid and Niloy. 2018). A logistic approach has developed , based on DEMETER to 
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predict rainfall in metrological subdivisions of India (Prasad et al. 2010). Mann-Kendall (MK) test and Sen’s 

innovative were performed to analyse the rainfall trend (Praveen et al. 2020). An artificial Neural Network (ANN) 

is used for rainfall prediction and it also reports ANN technique is more good than traditional statistical and 

numerical methods (Nayak et al. 2013). 

Many attempts were carried out to predict rainfall, but those techniques were not perfect. Principal Component 

Regression (PCR) is an approach to predict rainfall. It involves a mathematical procedure that transforms a 

number of possibly correlated variables into a smaller number of uncorrelated variables called principal 

components (Mohanty et al. 2019). The number of principal components will be less than the number of features. 

PCA actually reduce the number of features. PCA is also called data reduction method. It also reduces the 

problem of overfitting. The manuscript is arranged in the following way so as to explain the methodology in 

Section2, Results and discussion in Section 3 and Conclusions in Section 4.  

 

 

 

 

 

 

 

 

 

Figure 1: The area of study 

2. Data and Methodology 

2.1.Sea Surface Temperature 

About 71% of earth surface is covered by ocean. Scientists record sea surface temperature (SST) to know how 

the ocean communicates with earth's surface. This is an essential parameter for weather prediction and for the 

study of marine ecosystems.Ocean temperature influence rainfall, so when ocean. This component has a major 

influence in exchanges of energy between ocean and earth atmosphere (Huang et al. 2014, 2015 Liu et al. 2014). 

Atmospheric water vapour over the ocean increases due to increase in sea surface temperature which causes heavy 

rain and snow. Here we have SST1 is  sea surface temperature over 0-5N 50E-75E, SST2 sea surface temperature 

over 5-10N 50E-75E.  

2.2.Ocean heat content  

Ocean plays a major role in Earth's climate system. It has the ability to store and release heat over long periods 

of time. Rising of greenhouse gases have caused ocean to absorb excess heat and warm up (Levitus et al. 2017). 

Heat absorbed by ocean leads to increase in ocean temperature and rise in sea level. A assessment report of IPCC 

in 2013 shows that more than 93% of greenhouse gases is absorbed by ocean . Here we have OHC1 is ocean heat 

content over 0-5N 50E-75E,OHC2 is ocean heat content over 5-10N 50E-75E. 

2.3.Wind 

Wind is the one of the significant factor which influences the weather.Wind transports moisture and 

temperature from one place to other. So there will be a change in weather. Wind blows from sea causes rain in the 

coast. Here we have WND1 is wind magnitude over 0-5N 50E-75E and WND2 is wind magnitude over 5-10N 

50E-75E. 

2.4.Rainfall 

Rainfall in India varies from one region to the other. Average rainfall of India is about 118cm .Kerala lies in 

the southern most tip of sub-continent receives more rain than other states in the country. Kerala received heavy 

rainfall in the year 2018 and almost all resovoirs were full upto its limit. But after this flood, rivers started drying 

up. Kerala witnessed heavy drought in the year 2016, which affected agriculture and hydrology. Frequency of 

drought year is increasing . Excessive rainfall can also cause  landslide. Rainfall is essential for agriculture 

purposes. People depend on rainfall for agricultural activities. 
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3.Methodology 

In this paper we use the method of multiple linear regression using principal components (PCR). Rainfall data 

from 1991 to 2014 has been used for the prediction of rainfall in Idukki. 

3.1.Correlation   

Correlation shows the relationship between two variables. The value ranges from -1 to +1.Positive value 

indicates that when one increases other also increases, wheras negative shows that when one increases other 

decreases. 

Covariance matrix is a matrix which contains covariances of pair of variables.  

3.2.Regression 

Regression is a statistical method which helps to find the relationship between one dependent variable and a 

series of independent variable. There are two types of regression simple loinear regression and multiple linear 

regression.  

Linear regression is commonly used predictive analysis method. This model uses straight line to predict the 

relationship between one dependent and one independent variable. 

Simple linear regression is represented as: 

Y = a0 + a1 X1 + ei 

This equation represents how Y is related to X.  

Multiple linear regression is estimating the relationship between one dependent variable and two or more 

independent variable. A Multiple linear regression analysis with dependent variable Y and independent variables 

X1, X2, X3, ……..., Xp  is  

Y = a0 + a1X1+ a2X2 +a3X3 + a4X4 + a5X5 + a6X6 + ei……….. (1) 

where Y  is the predictand  a0 , a1, a2, a3, a4, a5, a6 are the predictor coefficients, X are the predictors ( predictor 

variables such as sea surface temperature , ocean heat, wind ) and ei is the error. 

Equation (1) can also be written as: 

Y =   (

1 X11 X12 … . X1p

⋮ ⋱ ⋮
1 Xn1 Xn2 … . . Xnp

)     (

a0
a1. .
ap

)      +    (

e1
e2. .
ep

)  

Using equation (1) model will predict rainfall by using predictor variables such as SST1 is sea surface 

temperature over 0-5N 50E-75E, SST2 sea surface temperature over 5-10N 50E-75E, OHC1 is ocean heat content 

over 0-5N 50E-75E, OHC2 is ocean heat content over 5-10N 50E-75E, WND1 is wind magnitude over 0-5N 50E-

75E and WND2 is wind magnitude over 5-10N 50E-75E. 

Pincipal component regression is dimensionality reduction technique which help to identify correlation in data. 

PCA highlights the differences and similarities of data. When the number of predictor variables is high PCA can 

be used. It used for reducing dimension of datasets thereby making the data preserved. Data of high dimension is 

complex for processing, since it consume more time and data processing is more difficult. Principal components 

are the output of PCA , whose number will be less than or equal to number of original variables. PCs are 

orthogonal in nature.  

PCA is a statistical procedure that convert a set of correlated variables into set of uncorrelated variables and 

principal components are independent to one another. But in linear regression we are finding a straight line that 

fits the data. 

PCA are used in facial recognition, image compression and computer vision, data mining, psychology. 

Principal components are used to analyse near- infrared spectra (Ian et al.1988). PC is also used in forecasting a 

single time series when there is a large number of predictors (Stock & Watson. 2002 ). 

Steps in PCA 

1.First standardize the data. Standarization of data means scaling data in such a way that all variables and their 

values will lie in range.  

             Z= (value-mean)/ Standard deviation. 
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2. Next step is to find covariance matrix. Covariance matrix will help to find highly correlated variables. If the 

covariance is positive, it shows that two variables increases or decreases together. If it is negative,it shows that 

one increases and other decreases. 

3. Computing the eigenvectors and eigenvalues of the covariance matrix. 

In general if A is a square matrix , v is a vector and λ a scalar then λ is called eigenvalue if it satisfies Av= λv. 

Eigen values are roots of the equation det (A- λI) = 0. 

4. Computing the eigenvectors and eigenvalues of the covariance matrix is to identify the Principal 

Components. PCs are new variables formed as a linear combination of initial variables. New variables are 

uncorrelated ones. These components provide a new angle to see and evaluate data. The k th PC is the eigen 

vector of matrix corresponding to k th largest eigenvalue.  

5.The last step is to rearrange the original data. Principal components with most significant information is 

given priority. 

4. Results and Discussions 

    In the upcoming sections, different characteristics of rainfall over Idukki district is reported before the 

development of mathematical model. 

4.1. Seasonal and monthly rainfall over Idukki 

The seasonal rainfall over Idukki district of Kerala is depicted in Figure 2.  Figure 2a shows the inter-annual 

variation of rainfall from 1991 to 2014 in the summer monsoon season. The rainfall in the season ranges from 474 

mm to 937 mm. The mean rainfall in the region is found to be 680mm and the standard deviation is 123 mm. The 

75th percentile is recorded at 805mm. The trend analysis suggests a decrease of 2.06mm/year which is not 

significant. Figure 2b represents the standardised anomaly of rainfall. The blue bars show the year which are 

above normal and red bars below normal. The black bars show normal monsoon years. Five years are found to be 

excess (1992,1998,2005,2007,2013,2014) while four instances of below normal rainfall are there 

(1999,2002,2003,2012). Rest 15 years were normal rainfall years. The highest rainfall year is 2013 which is two 

standard deviations more than the mean rainfall. The minimum rainfall is recorded in the year 2012 where 1.6 

standard deviation less rainfall has happened. From the discussion, it is clear that the frequency of wet years is 

more than the drought years. 

The monthly rainfall over Idukki district in the summer monsoon season is shown in Figure 3a-d for June, 

July, August and September respectively. The mean rainfall in the month of June 715.4 mm and the standard 

deviation is 245.14mm and hence the coefficient of variation is 34%. The maximum rainfall that happened in June 

is 1202 mm and the minimum is 381 mm. Six instances of above normal (1991, 1992, 1994,2000, 2001 and 2013) 

and four instances of below normal rainfall years are recorded (1997,2003,2009 and 2012). The analysis suggests 

that more droughts have happened after 2000. The increase of drought years leads to a decrease of 9.8mm/year of 

rainfall per year. 

In comparison to June, July rainfall is found abundant. The mean rainfall is 922mm and the standard deviation 

is 213mm. There are four above normal (1997,2005,2007 and 2013) and below normal years (2000,2004,2008 and 

2012). An interesting point to ponder here is the periodicity of below normal years which happens in every four 

years. A noticeable decrease of 4mm/year is recorded for the July rainfall. 

In the month of August, 695 mm of rainfall occurs with standard deviation of 162 mm. The rainfall in the 

month of August, is much less than the June and July rainfall. Three instances of above normal (1998,2000 and 

2014) and below normal years (1999, 2006 and 2009) are noticed. A cyclic nature is observed for the August 

rainfall where two epochs of above normal and below normal rainfall are seen. For example, from 1991 to 1997 

above normal phase is noticed and from 2001 to 2013 below normal epoch is observed. A small increase of 

0.042mm/day is found. In the month of September, a mean of 388mm and a standard deviation of 197 mm is 

recorded. A maximum rainfall of 829.7mm and a minimum of 106mm is found. It is noticed that the coefficient of 

variation in the month of September is the highest among the other months (50%). It shows that the rainfall 

variability is high in this month. Three instances of above normal (1998, 2005, 2007) and four instances of below 

normal (1999,2001, 2002 and 2003) is recorded. No cyclic nature is found in the September month. The trend 

analysis of approximately 6mm/day is noted here. This implies that the rainfall in the Idukki district is becoming 

asymmetric with more increasing rainfall in the September rainfall.  
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Figure 2  (a) The seasonal variation of rainfall (b) The standardised seasonal rainfall (c) The daily rainfall in 

the summer monsoon season over Idukki district of Kerala. 

4.2. Daily rainfall scenario over India 

 The daily rainfall over Idukki district is presented in the Figure 2c for 122 days. It shows that the daily rainfall 

follows gamma distribution. The daily rainfall shows the decrease of 0.12 mm/day is noticed. The rainfall ranges 

from 10mm/day to 45 mm/day and the standard deviation is 8.47 mm/day. The maximum rainfall that occurred in 

a day is 43.3 mm/day and the minimum is 7.6 mm/day. 

4.3.Mathematical model to predict rainfall 

By considering different parameters at a time, 63 different models were constructed on a leave-one-out cross-

validated mode. Figure 4 shows the RMSE of different models. By selecting one parameter i.e., SST1, SST2, 

OHC1, OHC2, WND1, WND2, the least RMSE is found for the ocean heat content (0.92mm/year) whereas the 

highest is found as 1.10mm/year. In the two-parameter model, 15 models are developed using leave one out cross-

validation. The range of RMSE is between 0.94 to 1.15mm/year. The RMSE is found the least for the pair OHC1 

and WND2 i.e OHC in the 0-5, 50-75E and wind at 5-10, 50-75E. 

In the three-parameter model, 20 models are constructed and the least RMSE is found for the combination of 

OHC1, OHC2 and WND2 with 0.96 mm/day of RMSE. In rest of the models, the RMSE is greater than 1mm/day. 

For the four-parameter model, the least RMSE is found as 1.02mm/day with SST1, OHC1, OHC2 and WND2. 

The highest RMSE is 1.26mm/day. In the five-parameter model, the least RMSE is found to be 1.09 mm/day and 

the highest is 1.11 mm/day. In the six-parameter model, an RMSE of 1.17mm/day is found.  

From the above discussion, it is clear that the OHC1 region gives the best prediction of rainfall with very less 

RMSE.  
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Figure 4 The RMSE of the five mathematical model described as a pie chart (mm/year).[1 stands for SST1, 2 

stands for SST2,3 stands for OHC1, 4 stands for OHC2, 5 stands for WND1 and 6 stands for WND2] 

5. Conclusions 

Nowadays, the climate has been very erratic, be it rainfall or temperature, from torrential rains to extreme heat, 

everywhere and every time, the chaotic nature can be visualised. In this study, a mathematical model based on 

principal component regression has been employed. It has been found that the rainfall over the Idukki district has 

become vey anomalous with more rainfall values shifting to the month of September where the rainfall is found to 

be increasing at the rate of 6mm/year. In all the other months, the rainfall is said to be decreasing with the highest 

decrease in the month of June with 9.8mm.day of rainfall. The seasonal rainfall also shows a decrease of 

2.06mm/day of rainfall. Results also suggest a greater number of wet years than dry years. 63 different models are 

developed using different parameters such as SST1, SST2, OHC1, OHC2, WND1 and WND2. The efficacy of 

model is judged by evaluating root mean square error (RMSE). It is found that the model by taking only OHC in 

the region (0-50N,500E-750E) as parameter gives the least RMSE. So, in view of above, it can be inferred that 

OHC is the important factor in controlling the rainfall values of the region 
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