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Abstract: In this study, an attempt has been made to predict summer monsoon rainfall over Cherthala region of Alappuzha 
district of Kerala. For this purpose, rainfall datasets from 1991 to 2014 have been utilized from the Kerala government. The 
rainfall dataset act as the dependent variable while the sea surface temperature (SST), ocean heat content (OHC) and wind at 

different locations act as independent variables. A mathematical model based on singular value decomposition multiple linear 
regression approach has been employed here. Sixty-three models are constructed by taking combinations of different 

parameters at a time. The accuracy of the forecast has been tested through root mean square error (RMSE). Results suggest that 
the best model is the prediction given by taking the ocean heat content (OHC) in the 0-50N, 500E-750E with an RMSE of 
1.03mm/day. The study implies that OHC can be utilized to predict rainfall over Cherthala region 
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1. Introduction  

India is an agrarian country because large number of its population depends on agriculture and its related 

activities. As per 2018, agriculture employed more than 50% of the Indian work force and contributed 17–18% to 

country's GDP (Dhanabalan, T & Sathish, (2018). The prime source of water for agriculture in 

India is rainfall which is caused by the south-west monsoon rainfall. It is the seasonal reversal of wind that causes 

monsoon and brings copious amount of rainfall to India.  The monsoon wind first strikes over Kerala, which is the 

gateway of Indian summer monsoon rainfall. From past few years, Kerala is facing natural calamities in the form 

of floods and cyclones due to factors which are still unknown to the scientific community.  

Many studies are undertaken to predict the amount of rainfall over India using many dynamical and statistical 

approaches. For example, Multilinear Regression (MLR) is the widely used mathematical technique used for 

prediction (Navid & Niloy 2018). Artificial Neural Network model was induced in certain predictions 

(Chattopadhyay S,2007, Cannon, & Kendry, 2002). Data Mining (Kannan et al. 2010, Dutta & Tahbilder, 2014, 

Sethi et al. 2014) Machine Learning (Mohammed et al. 2020) and Multivariable Polynomial Regression (MPR) 

(Zaw & Naing 2008) are some other techniques are capable of predicting rainfall.  Mostly, the studies are limited 

in seasonal prediction rather than monthly prediction over India.   

Kerala the south most state of India is diverse in climate and geographic nature. The place is known as ‘God’s 

own country’. The climate is very favourable to live in, as the place maintains a moderate temperature. Until 2018 

everything was expectable. During 2018, the state faced a great flood which caused the death of nearly 500 

number of people, many became homeless. The agriculture loss was uncountable. This brings up the relevance of 

this study. This study could help in predicting rainfall in the following years. Hence, the people as well as the 

authority can be prepared for the sudden change in climate particularly the rainfall. Although, there are plenty of 

studies that are carried out in predicting rainfall all over India but no such studies have been done over 

Kerala especially over Cherthala which is situated in the Alappuzha district of Kerala. Some studies that are 

based on climate change, monsoon rainfall and trends in seasonal rainfall have taken place.  The studies on 

climate change and wave climate were taken place to know the effects on rice production and to protect the coast 

from erosion (Swamy, et al. 1979, Anapalli et al. 2000). There were few studies based on the precipitation trends. 

(Nair et al., 2014, Pal & Al-Tabbaa, 2009).  The state is rich in varied land and climate.  

Cherthala is a block in Alappuzha district. Cherthala, a coastal town, located at 94113N, 762010E, 31 km 

to south of Kochi, 31km to west of Kottayam and 22 km north of Alappuzha town (see Figure 1a). It is in the 2m 

elevation (altitude) and covers an area of 16.18 km2 (6.25 sq mi). The relevance of prediction of rainfall in 

Cherthala is inevitable and is of prime importance in terms of agriculture and tourism. Cherthala is a place with 

very good climate and is humid in nature. The south-west monsoon from June to September (known as 

Edavappathi), affects the climate of the region. On account of its adjacency with ocean, a large part of its climate 

variability may be controlled by oceans. Monthly and seasonal rainfall prediction of monsoon can help in the field 

of agricultural and tourism. Here, in this paper we make an effort to fit a mathematical model that would predict 

the seasonal summer monsoon rainfall over Cherthala based on Stepwise Singular Value Decomposition (SVD), 
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the details of which are presented in section 2 along with the datasets used. The Results of the study are penned 

down in Section 3 and the conclusions are described in Section 4.   

 

Figure 1: Map showing Kerala and the Alappuzha district. 

2. Methodology 

The data of monsoon rainfall from 1991-2014 is collected and is studied and plotted to understand the rainfall 

in Cherthala. The seasonal, monthly and daily rainfall has been observed for the months of June, July, August, and 

September. 

In order to develop a model, parameters that effect rainfall over Kerala has been found. Since, Kerala is the 

gateway of monsoon and the monsoon dynamics play an important role in contributing rainfall over Kerala. It is 

also known that the Arabian Sea plays major role in modulating the monsoon, hence, parameters that effect the 

monsoon dynamics has been taken into consideration for developing the model. The parameters that are taken into 

consideration are  

2.1.Sea Surface Temperature (SST) 

Sea surface temperature is the water temperature closest to the ocean surface, i.e., between 1 millimetre 

(0.04 in) and 20 metres (70 ft) below the sea surface.  

SST was one of the first oceanographic variables to be measured. However, SST affect climate pattern to some 

extent (Huang et al. 2014, 2015 Liu et al. 2014). The two regions that are considered here are 0-50N, 500E to 750E 

(SST1) and 50N-100N, 500E to 750E (SST2). 

2.2.Ocean Heat Content (OHC) 

Ocean heat content is the energy absorbed by ocean. The main source of energy is obtained from sunlight. 

Ocean is the largest absorber of solar energy on earth (Levitus et al. 2017).  It has the ability to collect a huge 

amount of heat without increasing the temperature. Thus, oceans play a vital role in maintaining the climate of 

earth. Moreover, some heat from clouds, water vapour and greenhouse gases are also been absorbed by oceans. 

This heat absorbed is never destroyed and is been transferred to cooler latitudes. 30% of the ocean heat is moved 

from the upper ocean layer to deeper ocean and this impacts marine eco-system. One of the influences of ocean 

heat content is the rainfall. (Venugopal, et al. 2018) Researches have proven the increase in ocean heat 

current(Cheng,  et al. 2021).   The two regions that are considered here are 0-50N, 500E to 750E (OHC1) and 50N-

100N, 500E to 750E (OHC2). 

2.3.Wind 

The two regions that are considered here 0-50N, 500E to 750E (WND1) and 50N-100N, 500E to 750E (WND2). 

2.4.Correlation 

Correlation is a statistic that measures the degree to which two variables move in relation to each other. The 

correlation coefficient is a statistical measure of the strength of the relationship between the relative movements of 

two variables. The values range between -1.0 and 1.0. A correlation of -1.0 shows a perfect negative correlation, 
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while a correlation of 1.0 shows a perfect positive correlation. A correlation of 0.0 shows no linear relationship 

between the movements of the two variables. 

2.5.Multicollinearity 

Collinearity is a linear association between two independent variables. Two variables are perfectly collinear if 

there is an exact linear relationship between them. For example, X1 and X2 are perfectly collinear if there exist 

parameters 0  and 1 such that, for all observations i, we have  

X2i=0+1X1i. 

Multicollinearity refers to a situation in which more than two independent variables in a multiple regression 

model are highly linearly related. We have perfect multicollinearity if, for example as in the equation above, the 

correlation between two independent variables is equal to 1 or −1. In practice, we rarely face perfect 

multicollinearity in a data set. More commonly, the issue of multicollinearity arises when there is an approximate 

linear relationship among two or more independent variables. Mathematically, a set of variables is perfectly 

multicollinear if there exist one or more exact linear relationships among some of the variables. For example, we 

may have 

0+1X1i+2X2i+...+kXki=0 

holding for all observations i, where k are constants and Xki is the ith observation on the kth explanatory 

variable.  

We can explore one issue caused by multicollinearity by examining the process of attempting to obtain 

estimates for the parameters of the multiple regression equation 

Yi=0+1X1i+2X2i+...+kXki+i. 

The ordinary least squares estimates involve inverting the matrix XTX where 
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is an N × (k+1) matrix, where N is the number of observations and k is the number of independent variables 

(with N required to be greater than or equal to k+1). If there is an exact linear relationship (perfect 

multicollinearity) among the independent variables, at least one of the columns of X is a linear combination of the 

others, and so the rank of X (and therefore of XTX) is less than k+1, and the matrix XTX will not be invertible. If 

there is no exact linear relationship among the variables, the matrix XTX has an inverse. 

2.6.Regression 

Regression analysis is a set of statistical processes for estimating the relationships between a dependent 

variable and one or more independent variables. The most common form of regression analysis is linear 

regression, in which one finds the line (or a more complex linear combination) that most closely fits the data 

according to a specific mathematical criterion. Regression analysis is primarily used for two conceptually distinct 

purposes. First, regression analysis is widely used for prediction and forecasting. Second, in some situations 

regression analysis can be used to infer casual relationships between the independent and dependent variables. 

Importantly, regressions by themselves only reveal relationships between a dependent variable and a collection of 

independent variables in a fixed dataset. 

Yi=f(Xi,)+i. 

2.7.Multiple linear Regression 

Multiple linear regression (MLR), also is simply known as multiple regression, is an extension of linear 

regression. The purpose of MLR is to model the linear relationship between independent variables and dependent 

variable. 

Yi=0+1X1i+2X2i+...+kXki+i. 

where,  
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Yi =dependent variable 

Xki = independent variables 

0=y-intercept (constant term) 

k =slope coefficients for each explanatory variable 

i=the model’s error term (also known as the residuals) 

2.8.Singular Value Decomposition 

Singular Value Decomposition (SVD) is a method in linear algebra. It has numerous applications in statistics, 

computer science and machine learning. The method helps in decomposing a matrix to a reduced form for easier 

calculations. 

X=U**V 

where U is a Unitary Matrix,  is a Diagonal Matrix and V is a Conjugate Transpose of Unitary Matrix. 

Algorithm: Rainfall Prediction in Cherthala 

Input: Rainfall data set from 1991 to 2014 at different stations 

Output: Best model for predicting the rainfall 

Step 1: Collecting parameters and choosing them through correlation 

Step 2: Import the data to excel file 

Step 3: Fill the missing data 

Step 4: Sum data and Standard Deviation is analysed using matlab 

Step 5: Reduction of data is done using SVD 

Step 6: Using MLR prediction for each year is calculated 

Step 7: Error is calculated using matlab 

Step 8: Best Model is selected 

3. Results and Discussions 

3.1 Inter-annual variation of seasonal and monthly rainfall 

The inter-annual variation of seasonal (Figure 2a) and monthly (Figure 3) rainfall over Cherthala region of 

Kerala from 1991 to 2014 has been studied in this section. The trend is also depicted as dark black dotted line with 

the timeseries plot of rainfall. The figure suggests fluctuating behaviour rainfall with many anomalies in the 

seasonal scale. The mean seasonal rainfall is found to be 1758.4mm and a standard deviation is 250mm, indicating 

a variability of 14%. The highest rainfall happened in the year 2007 with 2270mm of rainfall and the least in 2012 

with 1291 mm of rainfall. The standardised rainfall suggests five years (1999, 2002, 2003,2004,2012) of below 

normal rainfall whereas 3 instances of above normal rainfall (2006, 2007,2013) are found. The other years are 

recorded as normal. It can be observed that for a decade 1991-2002, the rainfall was normal, except in 1992. The 

trend analysis suggests an increase of 9.77mm/year of rainfall in the district.  

The rainfall distribution on a monthly scale is shown in Figure 3 for June, July, August and September. The 

average rainfall in the month of June is observed to be 618mm and the standard deviation is 165mm. The 

variability in the month of June is found to be 26%. The maximum rainfall in the year is recorded in the year 2013 

(1061 mm) whereas the least is observed in 2012 (288.7mm). It is noted that, out of 24 years, five years show 

below normal rainfall (1992, 1996,2008,2012 and 2014) whereas two instances of above average rainfall is found 

(1991 and 2013). Also, from 1999 to 2007, the rainfall in the district follows a same structure. The trend analysis 

of rainfall suggests an insignificant but small increase of 1mm/year of rainfall. 

In the month of July (figure 2b), an average rainfall of 503 mm occurs on a monthly scale. The standard 

deviation is found to be 145 mm which is much less than the June rainfall. The rainfall in this month ranges from 

200mm to 800mm. The highest rainfall is observed in the year 2007 (804mm) and the least in 2012 (237.1 mm). 

The variability in the month of July is 2% more than the July month. It can be observed that 1998, 2000, 2002, 

2004 and 2012 are below normal years while 1993,1996,2007 and 2013 above normal rainfall had occurred. The 

trend depicts a decrease of 0.46mm/year of rainfall. 
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In the month of August, the mean monthly rainfall is recorded as 366mm with standard deviation of 149mm. 

The variability in this region is found to be increased to 40% from June and July rainfall. The rainfall range is 

noted to be between 100 to 800mm with the maximum in the year 201 and least in 1993. There are three instances 

of below normal (1993,2005, 2008) and two instances (2000,2014) of above normal. In all the other years, the 

rainfall is said to be normal. The trend analysis suggests an increase of 1.58mm/year of rainfall. The maximum 

variability in monthly rainfall is observed in the month of September where 48% of variance is found. The 

standard deviation is 130 mm and the mean is 270mm.  

The rainfall in September month is much less than the other months, yet the variability is more in the 

September rainfall. The maximum rainfall is 531 mm which is observed in the year 1998 and minimum is 55.8mm 

(1991). Four instances of below normal (1991,1993,2002,2003) and 3 instances (1998,2007 and 2008) of above 

normal rainfall years are found. The analysis of trend suggests a significant increasing pattern of rainfall. The 

increase is found to be 7.64 mm/year. 

Figure 2 The rainfall over Cherthala region on (a) Seasonal (b) Daily scale 

 

Figure 3 Monthly rainfall distribution over Cherthala region of Alappuzha, Kerala. 

3.2 Daily Rainfall Scenario 

The daily average rainfall scenario over Cherthala region is shown in Figure 1b for the 122 days of summer 

monsoon rainfall. The red color line shows the variation in the month of June, the green for July, black for August 
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and blue for September. The average rainfall in the month of June is 20.6 mm/day with a standard deviation of 

5mm/day.  A maximum of 33 mm/day of rainfall has occurred in the month of June. A small increase of 

0.006mm/day has been observed for June. In the month of July, the average rainfall is 16mm/day with a standard 

deviation of 4.95mm/day. The maximum rainfall that has occurred in the month of July is 19.84 mm/day and the 

minimum is 8.98mm/day. A decrease of 0.29 mm/day has been noted in the month of July. Similar to July, August 

and September month also shows a decrease of 0.16 mm/day and 0.14 mm/day. The mean rainfall in the month of 

August and September is 11mm/day and 9 mm/day. The standard deviation for August and September are 

3.1mm/day and 2.9 mm/day. The maximum one-day rainfall realized in a single day is 20mm/day and 16mm/day 

for August and September respectively.  

In view of above, it can be inferred that the daily rainfall in almost all the months are decreasing.  

3.3 Mathematical Model 

To find the best model to predict rainfall over Cherthala, we have evaluated 63 models, by taking different 

parameters into consideration. 

(a) One parameter fitting 

Six type of model is fitted by taking one parameter at a time as described in methodology. Figure 4a shows the 

RMSE by fitting the model. It can be seen that the RMSE ranges from 1.02mm/year to 1.08mm/year. The highest 

error is found for the parameter SST2 and the least is found in the OHC1. 

(b) Two parameter model 

Fifteen combinations were made by selecting two parameters. At a time. The RMSE ranges from 1.04 to 1.15 

mm/day. The least RMSE is found in the combination of OHC1 and OHC2 (Figure 4b). 

(c) Three parameter model 

Twenty combinations were made by selecting three parameters at a time. The RMSE ranges from 1 to 1.25 

mm/year where the least is 1.09 mm/year and highest is found as 1.22 mm/year. The least RMSE is noticed in the 

combination of SST1, OHC1 and OHC2 (Figure 4c). 

(d) Four parameter model 

By combination of four parameters, fifteen models were created. The least RMSE is recorded as 1.14 mm/year 

which is resulted as the combination of SST1, OHC1, OHC2 and WND1. The range of error in this case is from 

1.1 mm/day to 1.27 mm/day (Figure 4d). 

(e) Five parameter model 

Six models were constructed by taking five combinations of parameters. The range of values is from 1.19 to 

1.28mm/year. The least is obtained in the combination of SST1, SST2, OHC1, OHC2 and WND1. 

(f) Six parameters model 

By taking six combinations at a time, the RMSE is found to be 1.26 mm/day. 

From the above results, it is found that, from all the 63 models, the best model is considered as the model with 

only OHC1 as the parameter i.e. the ocean heat content in the region 0-5, 50 -75E. Nevertheless, in all the models 

that has been constructed, the relation of Cherthala rainfall and ocean heat content can be found. 
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Figure 4: The RMSE (mm/day) of the developed model with different parameters. The blue bars show the 

least RMSE and the red the highest 

4. Conclusions 

It is seen that; from past few years many abnormalities are seen in the occurrence of rainfall. Hence, it is 

needed to predict the rainfall with certain accuracy. In this study, a mathematical model is built to predict the 

seasonal rainfall over Cherthala region of Alappuzha district of Kerala. Different parameters such as sea surface 

temperature (SST), ocean heat content (OHC) and wind at different regions are utilized for the development of 

model. The model is based on singular value decomposition and stepwise multiple linear regression is employed 

to test the accuracy of parameters and model. 

The main results from the study are as follows: 

1) The analysis of seasonal rainfall suggests the frequency of drought years are more than wet years. For every 

10 years, three years are drought and two are wet. 

2) Out of four months, September month shows lot of variability and a significant increasing trend of 7.64 

mm/year is recorded. 

3) Though the daily rainfall trend is decreasing but the seasonal rainfall is increasing. 

4) Out of six variables, ocean heat content shows the best accuracy while predicting Cherthala rainfall. An 

RMSE of 1.03mm/day is recorded during the development.  

So, in view of above, it can be inferred that the mathematical model is able to predict the rainfall over 

Cherthala with sufficient accuracy. 

1. SST1           4. OHC2 

2. SST2           5. WND1  

3. OHC1         6. WND2  
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