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Abstract 

This Paper Examines Dirac Delta Impulse Control For Caputo Fractional Order Neural Network Having Time 

Varying Delay. With The Help Of An Appropriate Convex Lyapunov Function And Lmi Techniques, We Give 

Exponential Stability Conditions For The System. A Numerical Example Is Given To Show 

The Usefulness Of The Exponential Stability Conditions Obtained. 

Keywords-Impulsive Caputo Fractional Order Neural Network, Time Varying Delay, Lyapunov Function, 

Exponential Stability, Linear Matrix Inequality (Lmi). 

Introduction 

A Neural Network Is Basically A Network Of Neurons. In Modern  Science,  An Artificial Neural Network 

Is A Network Consisting Of Artificial Neurons Or Nodes [4]. Initially People Studied Only Integer 

Calculus. But  With  Time  Fractional Calculus Got Introduced By Replacing The Integer Order With  Some  

Non-Integer Order.  Even  Though  Fractional  Calculus  Was  Up  In  The  Air  As  Integer  Calculus, It Got 

Attention Among The Researchers Just Recently And Is Still  A Great  Field  To Work Upon. Fractional 

Order Differential System Can Explain Fields Like Neural Networks, Hydromechanics, Mechatronics, 

Electromagnetism, Super Capacitors, Visco-Elastic Fluid That Have Materials And Processes Having  

Memory  And Hereditary Properties More Precisely Than Integer-Order Ones [3].  Because  Of Greater 

Applications Of Fractional Calculus On Different Splits Of Science And Industry Researchers Started 

Paying More Attention Towards It [1, 16-23]. One Of The Most Important Application Of Fractional 

Calculus Is Fractional Order Neural Network (Fonn) [6]. 
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In The Execution Of Neural Networks, Since There Is A Delay In Transmission Of Signals, The Time Lag 

Phenomenon Is Unavoidable And Will Lead To Some Stability Issues In The Network [2]. Oscillation And 

Performance Degradation Of The System Are Mainly Caused By The Time Delay [5]. Thus It’s Very 

Meaningful To Study Time-Delay System. Other Than The Time-Delay Effect, Impulse  Effect  Is  Also 

Visible In Neural Networks. In Neural Networks, A Lot Of Abrupt  And  Peaked Changes Can Occur 

Spontaneously In Form Of Pulses [2]. To Make An Unstable System Into A Stable One, Any Of  The  

Control  Methods  Can  Be  Used.  If  The Degree Of Stability Of The Controlled Neural Network Is Α 

Then We Will Say That The Neural Network Is Exponentially Stable [7]. The Non-Linear Problem  Is  Not 

Fully Solved Like The Linear Systems Where Mandatory Conditions For Stability Are Provided. Despite 

Of The Current Efforts, The Problem Of Exponential Stability Of Non-Linear,  Non- Autonomous 

Systems Can Be Considered Widely Open [7]. Since Many Systems In Real Life Applications Like 

Automatic Control Systems, Robotics, Artificial Intelligence,  Information Science Can Be Designed By 

Non- Linear Systems, They Had Been Given More Attention Since The Last Two Decades [8,9,10,11,12]. 

Thus It’s Very Important  To  Study  The  Stability  Of  The  Non- Linear Systems Having Impulse  Effects  

[9,13,14,15].  Lyapunov’s  Method  And It’s Alterations Like Lyapunov-Krasovskii Function  Methods  And  

Ruzumikhin Type Theorems Is One Of The Greatest Way To Stability Of Differential Systems [7]. 

Researchers Studied Many Problems Like Controllability Problems [41,42,43], Asymptotic Stability [24-

28], Synchronization Analysis [38,39,40], Mittage-Leffler Stabilization [29], Guaranteed Cost Control 

[36,37], Passivity Analysis [34,35], Finite-Time Stability [30-33], Exponential Stability [57-58] And So 

On. 

A Discontinous Control Method That Makes The System Chage It’s Trajectories 

At Discrete Times Is Called An Impulsive Control And Is Very Cost Effective Too [3]. Back Then, 

Impulsive Control Was Put In To Present The Integer-Order Differential System’s Dynamic Control [3, 

50-55]. In Many Cases, Some Impulsive Controllers Were Modelled Using Dirac Delta Function And 

Based On The Properties Of The Dirac Delta Function, The Controlled Integer-Order Differential System 

Were Changed Into The Impulsive Ones [51-54]. Lately, Impulsive Control Was Discerned  To Explore The 

Dynamics Of Various Fractional-Order Systems Which Are More Practical Like Economic Models, Neural 

Network Models And Biological Models [48,49,55]. Many Studies Have Been Made On Other Control 

Methods Like Adaptive Control [44], Sliding-Mode Control [45], Intermittent Control And So On [46,47]. 

So Far The Study Of Impulse Control On Neural Network With Time-Delay Was Made Only When 

It’s Integer Order. Here We Extend It To Fractional-Order Impulsive Control  Neural  Network  Having  

Time-Delay. So We Choose Impulsive Caputo Fractional-Order 

Neural Network Having Time-Delay. Then We Select An Appropriate Convex Lyapunov Function And Use 

Lmi Techniques To Make The System Exponentially Stable. By Doing So, The Convergence Rate Can 

Be Made Higher And Thus Get The Best Possible Result. An Example Is Also Included To Depict The 

Usefulness Of The Result Acquired. 

The Structure Of This Paper Is As Below: Section  2  Explains  The  Notations Used, Section 3 Covers 

Some Basic Concepts And The Description Of The System Considered, Section 4 Projects The Main 

Result And Section 5 Gives An Example 
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That Portray The Usefulness Of The Result Obtained. We End The Paper By A Conclusion. 

Notations : Here Rn Denotes The Set Of N-Tuple Of Real Numbers And Rn×M Denotes The Set Of Real N    

M Matrices.  Let 0n  And In Denote Zero Matrix And Identity Matrix Of Dimension N N Respectively. Sy 

m(X) Denotes X + Xt Where X    Rn×N.  If A Matrix R    Rn×N  Satisfies The Conditions R = Rt  And Yt Ry  

>  0,   Y   Rn, Y  =  0 Then We Will Say That R  Is Symmetric Positive Definite And Is Denoted By R > 0. If A 

Matrix R  Rn×N Satisfies The Conditions R = Rt And Yt Ry 0, Y Rn, Y = 0 Then We Will Say That R Is 

Symmetric Semi-Positive Definite And Is Denoted By R   0. Here An And Cn Represents The Set Of All Real 

Symmetric Semi-Positive Definite And The Set Of All Real Symmetric Positive Definite Matrices Of Dimension N    

N Respectively. Bn  Denotes The Set Of All Positive Diagonal Matrices, That Is, A Matrix Q = Diag{Q1, ..., Qn}  

Bn  If Qj  > 0 (J = 1, 2,     , N). 

 

Preliminaries And Model Description 

Definition 1 (3). Let F : [A, B] R Be A Differentiable Function. Then The Caputo Fractional Derivative 

Of Order Α Of F Denoted By Cdαf (T) Is Defined As 

Follows:  

 
Cdαf (T) 

= 

  1 
∫ T F' 

(S)Ds 

 

 

T ≥ T0. 

Γ (1 − Α) T  (T − S) Α 

Property 1 (6). For Any Constants Λ1, Λ2 And Functions H(T), P(T), We Have 

 
Cdt (Λ1h(T) + Λ2p(T)) = Λcdαh(T) + Λcdt P(T) 

Α 1     T 2     Α 

From Here On, We Will Use the Notation Dt for Cdt 

 

Let Us Consider the Following Caputo Fractional Order Neural Network Having Time Delay: 

Dαy(T) = −Ay(T) + Bg(Y(T)) + Cg (Y (T − P(T))) + V(T) T ≥ T0 

T 

Y(T) = Τ (T) T ∈ [−P, 0] 

(1)

 

Where Α (0, 1), The Neuron State Vector Y(T) Rn, N Denotes The Number Of Neurons 

Present In The Fractional-Order Neural Network, The Control Input V(T) Rn, The Neuron Activation 

Function G(Y(T)) = (G1(Y1(T)), G2(Y2(T)), . . ., Gn(Yn(T)))T 

∈ Rn, A = Diag{A1, . . . , An} ∈ Bn, The Known Constant Matrices B, C ∈ Rn×N, 

The Time Delay Function P(T) Satisfies 0 ≤ P(T) ≤ P Where P Is A Known Positive 

t 
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Constant, Τ (T) Is A Continuous Vector Valued Function, V(T) = H 
Σ∞

K=1 

 

K ∈ N, H ∈ Rn×M, Δ Is The Dirac Delta Function And Tk < Tk+1 For Each K ∈ N, 

Limk→+∞ Tk = +∞. 

 

When T /= Tk 
 

∞ 

V(T) = H = 0 (2) 

Γ(Α + 1) 

K=1 

When T = Tk, Δ(T − Tk) = 1. Put U(Tk) = Jy(T ) Where J ∈ Rm×N 

= V(T) =   
Iky(T−

K  ) 

Γ(Α + 1) 

 

Where 

Ik 
= Hj ∈ 

Rn×N 

 

 

(3) 

Y(T+)  = 
    Dk 

Y(T−) Where D ∈ Rn×N 

 

From (1),(2) And (3) We Can Rewrite The System As Follows: 

Dαy(T) = −Ay(T) + Bg(Y(T)) + Cg(Y(T − P(T))) T =/ Tk, T 

≥ T0 Y(T+) = 
    Dk 

Y(T−) T = T 

 

 

 

(4) 

K Γ(Α + 1) K K 

Y(T) = Τ (T) T ∈ [−P, 0] 

 

Assumption  1.  [6]  The  Activation  Function  Gj(.)  Is  A  Bounded,  Continuous Fnction Satisfying The 

Following Condition 

 

M−  ≤  
Gj(U) − Gj(V)  

≤ M+  

J = 1, 2, . . . , N 

U − V 

Where  Gj(0) = 0  (J  = 1, 2, . . . , N),  U, V  ∈ R,  U V  And  M+, M−  Are  Known  Real 

J J 

Constants. 

Lemma 1. [6] Let U : Rn −→ Rn Be A Differentiable And Convex Function With 

U (0) = 0, Y(T) Be A Continuous Function In Rn And Α ∈ (0, 1].  Then 

Dαu (Y(T)) ≤ ⟨∆U (Y(T)), Dαy(T)⟩ T ≥ 0 

Where   , Denotes The Inner Product And ∆U (.) Denotes The Gradient Of The Function U. 

Lemma 2. Let H(T) Be A Continuous And Real Valued Function On [B, +∞), ∀B ∈ 

k 

j j 
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t 

H(t) ≤ H(b)e b 
Γ(α) 

∈ ∈ { } ∈ ∈ 

Σ 

1 

5 2 

R. If There Exists A Constant K Such That Dαh(T) ≤ Kh(T), 0 < Α ≤ 1 Then 

, T K(T−Τ )Α−1 Dτ 

K(T−B)Α 

= H(B)E Γ(Α+1) 

 

Main Result 

Theorem 1. Suppose That The Assumption 1 Holds. If There Exists Matrices Q, G Cn, L A3n, Λi = Diag 

Λi1, Λi2, . . . , Λin Bn(I = 1, 2, . . . , N), Kk  R Satisfying The Following Lmi’s: 

 

3 

Pαα−1Ωt LΩ + Γi − Βq < 0 (5) 

I=1 

 

Dk T 

−Kkq + ( 
Γ(Α + 1)

)
 

And The Condition, If 0 < Tk+1 − Tk ≤ R, 

Q( 
Dk 

) < 0 (6) 

Γ(Α + 1) 

 

 

 

Where R, Ν, Β > 0 And 

 

Ln(Kk) < 
−(Ν − W 

)Rα Γ(Α + 

1) 

 

(7) 

Θ1 = 
 
In   0n   0n   0n    0n

 
Θ2 = 

 
0n   In   0n   0n    0n

 
Θ3 = 

 
0n   0n   In   0n    0n

 
Θ4 = 

 
0n   0n   0n    

In   0n

 
Θ5 = 

 
0n   0n   0n   0n    In

 
Π1 = Diag{M1

−, . . . , M−
N } 

Π2 = Diag{M+, . . . , M+} 

Ω =
 
Θt 

1 N 

 

T Θt T 

 

Ω1 = Θ3 − Π1θ1 Ω2 = Π2θ1 − Θ3 Ω3 = Θ4 − Π1θ2 Ω4 = Π2θ2 − Θ3 

Ω5 = Θ3 − Θ4 − Π1(Θ1 − Θ2) Ω6 = Π2(Θ1 − Θ2) − Θ3 + Θ4 

θ 
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1 2 5 
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i i 

 

Γ1 = Sym(Θt Qθ5 −Θt Gθ5 +Θt Gbθ3 +Θt Gcθ4 −Θt Gaθ1 +Θt Gbθ3 +Θt Gcθ4) 

 

Γ2 = Θt [−Ga − Ag + Q]Θ1 − Θt Qθ2 + Θt [−2g]Θ5 

 

Γ3 = Sym(Ωt Λ1Ω2 + Ωt Λ2Ω4 + Ωt Λ3Ω6) 

1 3 5 

Then We Are Able To Conclude That The System Is Exponentially Stable. 

Proof. Consider The Lyapunov Function U (T) = U (T, Y(T)) = Yt (T)Qy(T) For Our System.  Clearly U 

(T) Is A Differentiable And Convex Function On Rn  And Also U (T, 0) = 0. The Caputo Fractional 

Derivative Of Order Α Of The System Can Be Calculated Using Lemma 1 As Follows: 

 

Dαu (T, Y(T)) ≤ 2yt (T)Qdαy(T) 

T T 

 

 

= Ωt (T)Sym(Θt Qθ5)Ω(T) 

(8)

 

Where Ω(T) = 
  

Yt (T)   Yt (T − P(T))    Gt (Y(T))    Gt (Y(T − P(T)))    (Dαy(T))T 
 T

 

 

The Inequality Below Holds For Any L ∈ A3n 

∫ T 

 
  

Given Φ(T) = 
 
Yt (T)  Yt (T − P(T))   (Dαy(T))T 

 T
 

The Following Equality Can Be Acquired From Our System. For Any G ∈ Cn, 

[2yt (T)+2(Dαy(T))T ]G×[−Dαy(T)−Ay(T)+Bg(Y(T))+Cg(Y(T−P(T)))]  =  0    (10) 

From Assumption 1, We Can Say That That For Any Λji > 0  (J  =  1, 2, 3, I  = 1, 2, . . . , N) 

2(Gi(Yi(T)) − M−Yi(T))Λ1i(M+Yi(T) − Gi(Yi(T))) ≥ 0 

2(Gi(Yi(T − P(T))) − M−Yi(T − P(T)))Λ2i(M+Yi(T − P(T)) − Gi(Yi(T − P(T)))) ≥ 0 

2(Gi(Yi(T)) − Gi(Yi(T − P(T))) − M−(Yi(T) − Yi(T − P(T))))Λ3i(M+(Yi(T) − Yi(T − P(T))) 

 

(t − s)α−1φT (t)Lφ(t)ds ≥ 0 (9) 
t−p(t) 

pαα−1φT (t)Lφ(t) − 



Turkish Journal of Computer and Mathematics Education      Vol.12 No.13 (2021), 1164-1178 

                                                                                                                              Research Article 

1170 

 

1 

3 

5 
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t 

t 

1 2 5 

 

I I 

— Gi(Yi(T)) + Gi(Yi(T − P(T)))) ≥ 0 

Which Imply 

 

2ωt (T)Ωt Λ1Ω2ω(T) ≥ 0 

 

2ωt (T)Ωt Λ2Ω4ω(T) ≥ 0 

 

2ωt (T)Ωt Λ3Ω6ω(T) ≥ 0 

 

 

 

(11)

 

 

Since U (T, Y(T)) = Yt (T)Qy(T), We Suppose That For Some Real Number Ρ > 1 

 

U (T + S, Y(T + S)) < Ρu (T, Y(T)) ∀S ∈ [−P, 0] 

 

We Obtain 
Ρyt (T)Qy(T) − Yt (T − P(T))Qy(T − P(T)) > 0 (12) 

 

 

Combining Estimates (8)-(12), We Obtain 

T 

Dαu (T, Y(T)) ≤ Ωt (T)Γ̄ Ω(T) − 

 

(T − S)Α−1φt (T)Lφ(T)Ds (13) 

T−P(T) 

 

 

Where 

 

Γ̄  = Pαα−1Ωt LΩ + Γ1 + Γ̄ 2 + Γ3 

 

Γ¯2 = Θt [−Ga − Ag + Ρq]Θ1 − Θt Qθ2 + Θt [−2g]Θ5 

 

Since Ρ > 1 Is An Arbitrary Parameter And Dαu (T, Y(T)) Doesnot Depend On 

Ρ, Taking Ρ −→ 1+, The Inequality (13) Becomes 

∫ T 

 
  

 

(t − s)α−1φT (t)Lφ(t)ds (14) 
t−p(t) 

DαU (t, y(t)) ≤ ωT (t)γω(t) − 

∫ 
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k k k k 

t 

1 

t 

k k k 

k k 

k k k k 

Where Γ = Pαα−1Ωt LΩ + Γ1 + Γ2 + Γ3 

 

=⇒  Dαu (T, Y(T)) < Ωt (T)Γω(T) 

 

Take Γ < Βq, Whereβ ∈ R And Β > 0 

 

Dαu (T, Y(T) < Ωt (T)Βqω(T) 

 

< Βωt (T)Sym(Θ1qθt )Ω(T) 

 

 

Where −W ∈ R 

Thus, 

= −Wyt (T)Qy(T) 

 

 

Dαu (T, Y(T)) < −Wu (T, Y(T)) (15) 

 

 

Take (  Dk      )T Q(   Dk      ) ≤ Kkq 

Γ(Α+1) Γ(Α+1) 

 

U (T+) ≤ Yt (T−)Kkqy(T−) 

≤ Kky
t (T−)Qy(T−) 

< Kkω
t (T−)Sym(Θt Qθ1)Ω(T−) 

 

Thus, 

K 1 K 

U (T+, Y(T+)) ≤ Kku (T−, Y(T−)) (16) 

 

 

Thus,  

Dαu (T, Y(T)) < −Wu (T, Y(T))

 T /= 

Tk 

 

U (T+, Y(T+)) ≤ Kku (T−, Y(T−))  

T = Tk U (T, Y(T)) = U (T0)

 T = T0 

 

 

 

 

(17) 

For Any T ∈ [T0, T1), We Have 
 

U (T) ≤ U 

(T0)E 

 

 

 

 

−W (T−T0 )Α Γ(Α+1) 

 Whi ch Gives 
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1 

α 

Γ(α+1) 

U (T−
1  ) ≤ U (T0)E 

 

−W (T1 

−T0 )Α 

Γ(Α+1) 

 

Set U (T+) = U (T1) 

 

 

 

For Any T ∈ [T1, T2) We Have 

 

U (T) ≤ U (T1)E 
 

−W (T−T1 )Α Γ(Α+1) 

 

≤ U (T0)K1e 

 

Similarly For Any T ∈ [Tk, Tk+1) We 

Have 

 

−W [(T−T1 )Α+(T1 −T0 )Α] Γ(Α+1) 

 

U (T) ≤ U (Tk)E 
 

−W 

(T−

Tk 

)Α 

Γ(Α

+1) 

 

 

−W [(T−Tk )Α+(Tk−Tk−1 )Α+...+(T1 −T0 

)Α] 

≤ U (T0)K1k2...Kke Γ(Α+1) 

 

By The Condition If 0 < Tk+1 − Tk ≤ R, Ln(Kk) < −(µ−W )R , Where R, µ > 0, We 

Obtain 

 

U (T) ≤ U (T0)E −(µ−W 

)Krα 

Γ(Α+1)

 

E 

−W (K+1)Rα Γ(Α+1)

 

−µkrα     W Krα     −W Krα     −W Rα 

≤ U (T0)E Γ(Α+1) E Γ(Α+1) E Γ(Α+1) E Γ(Α+1) 

 

Thus, 

 

U (T) ≤ U (T0)E 
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(µk+W )Rα 

Γ(Α+1) (18)
− 
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0   10 0.5   3 0 1 0 1 

1+t 

 

Where µk + W > 0 And K −→ ∞, R −→ ∞ Then U (T) ≤ 0 

Thus Our System Is Exponentially Stable. 

 

Example 

This Segment Gives An Example To Depict The Usefulness Of The Result Obtained. 

 

We Consider A Fonn Having Time Delay That Can Be Defined As (4) With The Parameters Below: 

A = 

 
5 0 

  

, B = 

   
2 1

  

, C = 

  
0.2   −0.3

  

, Dk = 

  
0.7    0

 
 

 

P(T) = 1 , T ≥ 0 Is Choosen As The Time Varying Function. 

G(Y(T)) =  (Tanh  Y1(T), Tanh  Y2(T))T  Is Chosen As The Activation Function And G(Y(T − P(T))) = 

(Tanh Y1(T − P(T)), Tanh Y2(T − P(T))) ∈ R2 Is Taken As The Delay Term. Choose Α = 0.99. Initial 

Condition Is Taken As Y(0) = (0.2, −0.1). 

Solution: 

 

The Fonn Having Time Varying Delay Which Is Described As System (4) With The Above Parameters 

Satisfies The Lmi’s (5), (6) And The Condition (7). Thus The System Is Exponentially Stable. 

 

Conclusion 

Here A Fractional Order Neural Network Having Impulses And Delay Time Is Considered And Its 

Exponential Stability Is Examined. We Introduced A Convex Lyapunov Function For Our System 

And Used Certain Lmi Conditions To Achieve Exponential Stability. The Future Research Can Be 

Taken Forward By Broadening The Obtained Criterion To Complex Valued Neural Networks. 
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