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Abstract:This paper examines a high potential routing protocol for cyber security that can be used in WSN based Internet of 

things applications with heavy traffic loads. DM was the most effective and evolving technologies for extracting previously 

unknown useful patterns and trends in order to improve an organization's efficiency. All companies are increasingly expanding 

with the help of data mining capabilities. Data mining aids in the discovery of previously discovered and highly profitable 

information in large amounts of data. The main goal of database knowledge exploration was to find novel trends in large set of 

data. It combines a variety of domains, including statics, artificial intelligence and machine learning. DM converts a large data 

collection into a logical structure and extracts significant information, allowing users to gain insight into the raw data obtained 

from different Internet of things applications. As a result, the Internet of Things was a network of physical things or object that 

is fixed with network communication, electronics and sensors to capture and share data. To start the global computation, the 

BS asks the Cluster heads to compute tasks like help and trust, and then the agent at every CH gives a request to its CMs to 

start the local computation. This reduces the size and no. of message sent from and to CMs and Cluster heads, as well as 

between Cluster heads and BS, reducing the amount of energy consumed and extending the network's lifetime.  

Keywords: WSN, PDR, Energy Consumption, cyber security, machine learning, massive data, DM, CH, BS. 

 

1. Introduction 

 

The discovery of data "models" is known as data mining. Data dredging is a pejorative term for attempting to 

retrieve information from data that isn't sponsored by the data.[1] Today, data mining is more akin to machine 

learning, and most techniques rely on machine learning algorithms to find unusual events concealed within large 

volumes of data. People and objects are becoming increasingly interconnected as a result of recent developments 

in communication technology. Since the Internet is accessible, it is possible to link a variety of devices that can 

communicate and exchange data. Data mining with the IoT was a modern idea that enables users to link different 

sensors and smart devices to capture real-time data from the world. 

 

The security threats have the most devastating impact on the Software Denied Networking which was the 

Distributed Denial of Service attack. Distributed Denial of Service can overwhelm the overflow switch or 

administrator when the network was not protected properly.  There are a variety of documentations about the 

protection of Software Denied Network from Distributed Denial of Service attacks.  IDSs are used in the network 

to aware the controller and detect the packets when a Distributed Denial of Service attack was detected.   Machine 

learning was attracted many researchers to detect Distributed Denial of Service attacks.  Therefore, defending the 

software denied network from problems was active in research area.  This research aims to consider the suitable 

machine learning algorithm to find a Distributed Denial of Service attack in a network area. 

 

DM was an extensive process that it may be proceed to all type of data, more common surveys on the subject 

can be found in [2], where experts looked at DM and  machine learning techniques for analysing medical 

information. There are several surveys available on each of these techniques, as the ordering of  DM techniques in 

this survey was depend upon the classification, mining pattern and clustering. A common mining pattern over a 

stream of data, for example, was given. [3] Presents a survey of clustering algorithms for WSNs. The clustering 

techniques investigated in those papers are solely concerned with network design and management, not with 

knowledge discovery. In, the author examines traditional classification strategies over data streams in a survey on 

classification methods over data streams. 

 

Owing to the widespread accessibility of massive quantities of information and the impending require 

transforming the information into usable knowledge and  information, DM has gotten a lot of consideration in the 

data company and society as an entire in present decades. Consumer retention, research market and fraud detection 

as well as the discovery of science and production management can all benefit from the information and expertise 



Turkish Journal of Computer and Mathematics Education      Vol.12 No.12 (2021), 4561-4571 

                                                                                                                                        Research Article      

4562 

 

gained [4]. In the Internet of Things age, where all communicates and interacts with one another, a large amount 

of data was generated that should be mined properly and analyzed in order to improve IoT functionality. If we can 

effectively apply data mining methodologies to IoT, this combination will prove to be a game changer in any 

country's economy. For organizational decision-making, data mining techniques should be combined with IoT. As 

a result, the primary goal of this paper is to provide a comprehensive overview of a data mining system that has 

been examined for Internet of things applications. The structure outlined in this research can include a roadmap 

for investigators interested in using DM to solve IoT applications. 

 

2. Literature survey 

 

S. Haller et al[5] “A world where physical objects are seamlessly integrated into the information network, and 

where the physical objects can become active participants in business process. Services are available to interact 

with these ‘smart object’ over the Internet, query their state and any information associated with them, taking into 

account security and privacy issues.” 

 

Jiang and Gruenwald,[6] examined an estimation of data technique known as CARM that refers the present 

rule of association between the radars in the recent window sliding. The method was depend on CFI-stream [45], 

a frequent CARM for the stream of data. To store closed item-sets, it uses a structure of memory data known as 

the DIU. If a new transmission was received, the tests of algorithm in the CARM and window sliding update the 

help for the CIS. Instead of generating all possible association rules if CRAM discovers any missing values in 

sensor readings, it produces the method which has close association with the present readings of sensor. CRAM 

produces approximate values based on these rules and selected closed item-sets, which include item values that 

were not included in the original readings. It shows that in the DIU tree, there are currently 4 closed item sets: 

CBA, BA, DC and C with corresponding supports of 3, 3, 1, and 2 in the right upper corner. These frequently 

occurring item-sets produce a simple set of rules. This simple rule set can be used to infer all other rules. 

 

Tanbeer et al.[7] analysed a tree depend data framework called SP tree to produce a rule of association from 

wireless sensor networks data along with single scan database. An important concept was to have the bandwidth 

of all monitoring radars data and build a PT depend on canonical method and finally rearrange the tree in high 

bandwidth order. The tree of sensor pattern will retain the nodes of detecting radars at the high part of the tree by 

reorganisation, resulting in high solidity in the structure of tree. After the sensor pattern has been developed, the 

FP-growth mining technique is used to find the sensor sets that detect frequent events. Experiments are carried out 

to check that SP-tree outperforms PLT in terms of memory utilisation and runtime. A tree of sensor pattern 

outperforms PLT in terms of memory and time usage, according to the tests. The aim for this advantage is twofold: 

first, the PLT needs two database scans, while SP-tree only requires one database scan; 2nd the mining method of 

sensor pattern  was highly potential because of the low bandwidth in the tree model. 

 

Halatchev and Gruenwald [8] examined to find the missing sensor's readings and proposed a centralised 

approach called DSARM. It employs the rule of association i.e., algorithm for mining to classify radars which 

record the similar information for many times in a window sliding known as related radars, and then measures 

information from a radar by data related radars. Because of the radar data nature, it was impossible to apply an 

algorithm of mining like Apriori straight to sensor data.  Because of this reason, the experts developed the DSARM 

system, which adjusts the Apriori algorithm to the data stream obtained from sensor nodes. Simulation tests on 

original data obtained by the Department of Transportation in Austin, TX, USA, are used to test this technique for 

estimating missing values in relevant data sources. To compare DSARM and other methods, performance 

assessments were carried out. 

 

Umadevi et.al [16] Data mining is the foundation for behavioural analytics, which aims to avoid harm. A 

probabilistic and prognostic approach is a long-term benefit of machine learning. Machine learning and data 

mining approaches detect patterns, regularities, and anomalies, allowing for the prevention of cybersecurity 

breaches. Mercy Beulah et.al [21]The importance of implementing machine learning is defined by a number of 

factors, including the fact that recognising compromising behaviour takes time, and in many cases, users learn 

about hacking from a third party. It is essential to automate the review of security protocols and to detect attacks 

in real time. These facts add to the research's relevance and key goal . 

 

3. Proposed systems 

 

The implicit trust was present always in protocols depend upon cooperation. It involves in IoT routing processes 

with DM networks. If IoT networks expand, it becomes more danger to threats, necessitating an implementation 

of powerful protection process.[9] Due to the sensor nodes' limited energy, computing, and storage resources, 
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finding appropriate cryptography for wireless sensor networks is a significant challenge.[10] Reliable minimum 

Deep Learning Trust Secure Attacker Detection is a new energy-aware routing algorithm that will be proposed for 

Adhoc networks.[11] DLTSAD addresses four main IoT requirements: energy consumption, reliability, data 

aggregation, and detection of attackers. DLTSAD was a powerful routing algorithm that identifies paths that use 

the least amount of total energy for E-E transversal packet while also improving hostile node finding. To apply 

Elliptic Curve Cryptography technique in IoT, we proposed a cryptography-based security mechanism. Improving 

the algorithm's decryption and encryption aspects,  that provide and exist  already for excellent stability.[12] 

 
Figure 1: Classification of DM methods for sensor connection.  

 

 

3.1. Proposed DLTSAD: 

 

To find more secure routes, algorithms consider the reliability of connections. Algorithms determine the most 

powerful routes.[13] An Algorithm attempts to extend the lifetime of network by identifying paths that include 

nodes with high potential battery energy. Algorithm also determines with a greater number of protection options.  

 

3.1.1 Algorithm of DLTSAD: 

 

This module was created to propose DLTSAD [DATAGRAM LAYER TRANSPORT SECURITY 

ASSESSING DOG] focused on collaboration and routing, as well as attacker detection and prevention. In 

DLTSAD, we go over the strategies and contributions to trust-based protection. This shows how trust depend 

reasoning would permit each joint to measure the nodes actions and present a trust depend investigation of the 

DLTSAD protocol through particular trust language.[14] 
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Figure 2 algorithms of DLSAD 

 

 

3.2 Framework of data mining for cyber security: 

 

 DM was the most effective and evolving technologies for extracting previously unknown useful patterns and 

trends in order to improve an organization's efficiency. All companies are increasingly expanding with the help of 
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data mining capabilities.[15] Data mining aids in the discovery of previously discovered and highly profitable 

information in large amounts of data. For eg., by identifying consumers' regular purchasing habits, a company can 

boost revenue by grouping products that are often purchased together, offering discounts on certain items, or 

eliminating duplicate items. 

 

The main goal of database knowledge exploration was to find novel trends in large set of data. It combines a 

variety of domains, including statics, artificial intelligence and machine learning. DM converts a large data 

collection into a logical structure and extracts significant information, allowing users to gain insight into the raw 

data obtained from different Internet of things applications.[17] As a result, the Internet of Things was a network 

of physical things or object that is fixed with network communication, electronics and sensors to capture and share 

data [18]. The ideal link of DM and Internet of things yields a new cutting-edge technology that will help people 

from all walks of life. These applications produce a massive amount of disparate data. Since data in Internet of 

things applications is continuously generated from various sources such as WSN, RFID, and so on. 

 
Figure 3: Data mining framework for IoT 

 

3.3. DMA Rules from Wireless Sensor Networks: 

 

A rule of associated could be referred as an allegation, such as A indicates B (A ) B, where A and B denote the 

consequent and antecedent item sets, respectively. That is, database record of transmission containing items from 

item set A should also contain things from item set B. An appropriate global computation in the implemented 

method was defining the rule of association in D. [19]It was decomposed and distributed throughout the network, 

allowing calculation to be done locally and statistical summaries to be obtained and shared. To start the global 

computation, the BS asks the Cluster heads to compute tasks like help and trust, and then the agent at every CH 

gives a request to its CMs to start the local computation. This reduces the size and no. of message sent from and 

to CMs and Cluster heads, as well as between Cluster heads and BS, reducing the amount of energy consumed and 

extending the network's lifetime.  

 

3.2.1 Trust Computation: 

 

To use the calculated trust value to make a security decision, we must first estimate how much risk is 

appropriate for each ongoing mission. In other words, for each mission, a trust value threshold (Threshold) must 

be established. Depending on the security requirements of each ongoing mission, the threshold trust value may be 

changed. It is simple to determine whether the trustee node satisfies the trust requirement or node by comparing 

the calculated trust value to the threshold trust value.[20] 

  T d 
ij-Trust value   I and j nodes, α-positive value, Β-negative value 

     Trust value=20/20+8 

                         =20/28 

                        =0.7 

 

(1) 

3.2.2 Support and Confidence Computing Phase: 

 

SCCP will be implemented by all CH that performs the below process; 

 

1. Keeping enable item set and computing the item set of candidate at another stage from the random item 

sets at the earlier level. 

2.   Calculating the rate of assistance and trust. 

 

The first part's implementation could be summarised as : an agent on each CH initiates the algorithm's 

application; this agent will perform the algorithm's major control tasks, such as finding and handling active and 

item sets of candidate, and communicating with agents on CMs to measure the 2 important measures of law of 

α
ij
 

α
ij
 + β

ij
 

 



Turkish Journal of Computer and Mathematics Education      Vol.12 No.12 (2021), 4561-4571 

                                                                                                                                        Research Article      

4566 

 

associations are trust and help. The calculation was decomposed and the agents manage the mechanism as it is 

replicated iteratively.[20] 

 

3.4 Advantages: 

 

1. Increasing the network's lifespan and achieving a substantial level of security. 

2. It increases the performance of network and reduces the entire energy consumption.  It also enhances the 

lifetime of network. 

3.  PDR and throughput ratio may be increased. 

4.   Decreased average E-E delay and overhead the routing messages.  

 

3.5 Architecture / Input parameters: 

 

These procedures have 3 parameters to model the optimal factors for selection.  They are reliability, lifetime 

node and the probable traffic intensity. 

 

 
 

Fig. 4 Architect of WSN 

 

 

 

3.6 Procedure Cyber Attack Model: 

1.  Key generation is a crucial step in which we must produce both a public and a private key.[22] The 

communication should be decoded by the private key of receiver and encoded by the PK of sender. 

2. The PK was produced by the following formula. 

            Q = d * P 

3. ‘d ’ was the arbitrary no. which was chosen inside the range of 1 to n-1. P was the curve point. 

4. d was the private key and Q  was the PK (public key).  

 

4.  RESULTS AND DISCUSSION 

 

4.1 Encryption / Decryption: 

 

In encryption, the message must be represented on the curve. Encrypted document contains deep data 

implementation. Consider the point ‘M' on the curve ‘E' for ‘m.' Choose ‘k' at random from the list; 

 [1 – (n-1)]                                      (2) 

Two cipher texts will be produced and it refers as C1 and C2. 

C1 = k*P                                        (3) 

C2 = M + k*Q                                (4) 

C1 and C2 will be sending. 

 Decryption means get back the message m which was given to customer. 

M = C2 – d * C1                                         (5) 

M was the original message which was send to all.  



Turkish Journal of Computer and Mathematics Education      Vol.12 No.12 (2021), 4561-4571 

                                                                                                                                        Research Article      

4567 

 

 
Fig. 6 Proposed protocols 

 

4.2 Throughput ratio: 

The number of successfully transmitted packets from source to destination per second in a wireless sensor 

network is known as throughput. The value of a well-designed network should be high, and if it is attacked, the 

value of throughput will drop dramatically. 

Table 1 Simulation Results 
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Fig. 7 Throughput ratio 

 

4.3 PDR: 

 

 PDR refers to the proportion of total packets given to total packets sent from a source node to a destination 

node in a network. The maximum number of data packets should be sent to the target. As the PDR value rises, the 

network output rises with it. PDR is determined after a comparison without and with a black hole threat in the 

network. Packet delivery ratio was identified to be very low during the attack relative to the ratio before the attack, 

implying that fewer packets enter the sink node. 
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Figure 8 PDR 

4.4 Energy Consumption: 

 

Energy characterization is important for assessing the needs of an intensive data process which work effectively 

on mobile gadgets. An experimental analysis of the energy consumption of DM algorithms operating on mobile 

gadgets is presented in this paper. 

 

 
Figure 9 Energy Consumption 

 

4.5 E-E delay: 

The number of the delays encountered at a series of intermediate nodes on the way to the destination is the 

packet's end-to-end delay. Each delay is made up of two parts: a fixed transmission and propagation delay and a 

variable processing and queuing delay at the nodes. 
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Fig. 10 E-E delay 

V. OUTPUT 

 

 

 

   
 

 
Fig. 11 outputs 

 

5.  Conclusion 

 

The growing demand for DM techniques in the field of wireless sensor networks prompted the growth of a 

slew of algorithm. These algorithms addresses specific problems associated to the form and implementation of 
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WSNs. This paper examines a high potential routing protocol for cyber security that can be used in WSN based 

Internet of things applications with heavy traffic loads. DM was the most effective and evolving technologies for 

extracting previously unknown useful patterns and trends in order to improve an organization's efficiency. All 

companies are increasingly expanding with the help of data mining capabilities. Data mining aids in the discovery 

of previously discovered and highly profitable information in large amounts of data. The main goal of database 

knowledge exploration was to find novel trends in large set of data. It combines a variety of domains, including 

statics, artificial intelligence and machine learning. DM converts a large data collection into a logical structure and 

extracts significant information, allowing users to gain insight into the raw data obtained from different Internet of 

things applications. 
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