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Abstract— In this paper, we deal with the community question answer problem. Using Burt's algorithm, the Question 

Answer Task (QA) is a Natural Domain Language Processing (NLP). We present a survey on language representation 

learning for the purpose of consolidating a set of common lessons learned across a variety of recent efforts. Which enables 

machine reading comprehension and natural language inference tasks. BERT controls its simplicity of use also is a light 

refinement method without substantial task-specific modifications. We highlight important considerations when interpreting 

recent contributions and choosing which model to use. We will address the strengths and weaknesses of the algorithm and 

what are the challenges that faced researchers. 

I. INTRODUCTION 

 Question answering systems(QA)  are the most important areas in natural language processing(NLP).  that rely on retrieval 

of complete answers[1]. The questions are classified into three main types, yes / no, why, definition, each type has a different 

approach[6][7]. In the answer modeling problem, the system for answering questions in all three forms is a fil Language 

template that takes a question and its context document It results in the answer to the question, given the content. Give a yes / 

no question (short The title can give a great description) and a list of the community Answers, decide whether the global 

answer On the question must be yes, no, or not sure. The possibility of enriching the semantics of the contextual sentence 

With excellent results specific to the predicate by Introducing SemBERT: semantic-aware BERT file It arranges BERT with 

well-defined contextual clues. In recent years, at a time of the assisted growth of web use Motivate users to access 

information and pay attention to quality assurance systems[8]. Semantic matching is important Part of (NLP), It is used to 

measure the similarities and what is the relationship between the differences for the textual elements  , Such as words, 

sentences, or documents. There are a lot of training samples located within the database dedicated to training in different 

languages. 

Table 1 shows samples from the training dataset. 

 

 

II. BACKGROUNG 

     Most of the researches were far from the Arabic language for many reasons, including the complexity of grammar, the 

language, the lack of vowels, and they do not deal with capital letters despite the presence of more than 25 countries that 

speak the Arabic language and in the continents of Asia and Africa. There are researches that have developed the answer in 

the Arabic language .Here are some of  that research. Question Answering system to support Arabic language (QARAB) [2] 

is a system that uses both information retrieval and natural language processing techniques. It has main drawback which is 

not considering to understand the question in deep semantic level. AQAS [3] is used to answer knowledge-based questions 

The system does not use the raw data used by the regulator Instead of data. System for answering Arabic questions (Arabic 
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QA) [4], [5] It is an Arabic question and answer system that mainly relies on the syllable for the purpose of retrieving 

information 

 

1-BERT Model 

 

      Demonstrated pre-training language models Of great importance in improving the performance of many NLP tasks, 

including Questions of a dual nature[9]. There are two ways to implement the algorithm Pre-trained language presentations 

on NLP tasks; Either on merits basis or refinement. To Feature based approach[10]. There are limitations to learning in the 

generic language representations that depend The structures are one-way from left to right. The encryption is bidirectional 

Transformers from transformers (PERT) It strongly excels in many of its characteristics over the latest previous technology 

One-way models[11].  This model relies on self-intelligence .Which contains more than one head Accuracy is the mechanism 

that this algorithm works for and contains multiple tasks such as the question, the answer, and the classification of all the 

sentences. Cutting edge precision over a wide range of Tasks such as natural linguistic reasoning and question Answer and 

sentence classification[12]. Each word entered the system learns it through Bi-directional encoder representations using 

Language form, which is randomly hidden Some words from the input to predict[13]. The left and right shapes are BERT, 

Encoder and decoder respectively as shown1 in the figure below. 

 

                           

                                         Figure 1: The architecture of BERT model. 

In the latest research, with an increase in existing transformers Depending on the language BERT in understanding the 

language is considered very advanced, it is required to be previously trained on a very large group. These results are capable 

of achieving NLP tasks[14]. 

2-Challenges of processing text 

There are many challenges as follows: 

• Normal language handling has to adapt to the type of text it deals with. Is it a governmental, administrative, or 

scientific text or a text for the general public also the difference of people in writing the text affects the type of 

text[15]. 

• Among the challenges facing text processing are the various social media platforms that contain many different 

techniques, especially in the aspect of sentiment analysis[16]. 

• There are texts that have unique characteristics such as the length of the short text, where the number of characters 

for this text is more than 290 characters[17]. 

• There are limitations and restrictions on the length of the tweet, forcing the user to find a shortcut, which causes 

them to not understand the true meaning of the text[18]. 

• Some texts contain irregular content of the language words, misspelled words and colloquial words. 
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• Spelling mistakes distract the data, which in turn affects the context of the sentence system[91]. 

• Feelings of longing and loss because of death .They give a positive and sympathetic meaning, for example, God will 

have mercy on you and make your rest, paradise in general is positive, but the feeling here is death[20][21]. 

• One of the greatest challenges is building a language that is extracted from resources because of the great difference 

that exists between one language, including eloquent and colloquial ones. Rather, it came that one language is 

spoken by humans, each region differently from the other[22]. 

 

3-Related Works 

In [23] the researcher produced the solving of the problem concerning the open domain factual Arabic question answering 

(QA), by using the Wikipedia knowledge source. their system consists of a step of document retriever using the TF-IDF and 

the using BERT for document reader. The results showed the effectiveness of translating data as a training resource for QA. 

In[24], the researcher utilizing BERT by pre-trained it especially for the Arabic language, and comparing the performance of 

AraBERT to a multilingual BERT. The achieving results proved the effectiveness of the developed AraBERT in the state of 

the art performance on most tested Arabic NLP tasks. 

In [25], the researcher produced a methodology for creating the annotation process and corpus and developing two machine 

learning baselines for two designed tasks: stance prediction and claim verification, by employing best model utilizes pre-

training (BERT) and achieves 76.7 F1 on the stance prediction task and 64.3 F1 on the claim verification task. Results hint 

that while the linguistic features and world knowledge learned during pre-training are useful for stance prediction, such 

learned representations from pre-training are insufficient for verifying claims without access to context or evidence. 

In[26], the researchers reported a model for detecting special information such as age, gender, and language variety from the 

user's social media data in the context of the Arabic author profiling and deception detection shared task (APDA). They build 

simple models based on pre-trained bidirectional encoders from Transformers (BERT). They acquire 54.72% accuracy for 

age, 93.75% for dialect, 81.67% for gender, and 40.97% joint accuracy across the three tasks. 

In[27], this work showed that a simple neural model using multilingual BERT had a competitive performance that is superior 

to traditional classifiers that use many hand-crafted features for the task. The results proved that the use of a language model 

pre-trained on Arabic data only can yield better performance and thus, then planning to experiment with such models next. 

The researchers hypothesize that including some of the hand-crafted features in the neural model can bring improvements to 

the performance and then they plan to test this hypothesis in future work. 

In[28], the paper proposes a semi-supervised learning approach to train a BERT-based NER model using labeled and semi-

labeled datasets. paper presented a new approach to detect and classify named entities in any Arabic text. Their approach 

consists of training an already pre-trained BERT model for Arabic NER in a semi-supervised fashion. 

In[29], the researcher aims to discuss the current state-of-the-art and remaining challenges, outline requirements and 

suggestions for practical parallel data collection, and describe existing methods, benchmarks, and datasets. Then demonstrate 

that a simple translation of texts can be inadequate in the case of Arabic, English, and German languages (on InsuranceQA 

and SemEval datasets). 

In [30], the researcher uses state-of-the-art transformer models to train the QA system on a synthetic reading comprehension 

dataset translated from one of the most popular benchmark datasets in English called SQuAD 2.0. Then collecting a smaller 

human-annotated QA dataset from Bengali Wikipedia with popular topics from Bangladeshi culture for evaluating our 

models. Finally, they compare their models with human children to set up a benchmark score using survey experiments. 

In[31], this paper produced the uses of the deep learning approach to tackle the Arabic NER task. The researcher introduced a 

neural network architecture based on bidirectional Long Short-Term Memory (LSTM) and Conditional Random Fields 

(CRF) and experimented with various commonly used hyper parameters to assess their effect on the overall performance of 

our system. The model gets two sources of information about words as input: pre-trained word embedding's and character-

based representations and eliminated the need for any task-specific knowledge or feature engineering. They obtained state-of-

the-art results on the standard ANERcorp corpus with an F1 score of 90.6%. 

4- Analysis and Discussion 

A comparison of Burt's work in the question-answering system 
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The main objective of this literary survey is to study the different works that are related to the same topic and to show how 

methods of work in answering questions for the same algorithm in different ways and in different languages. 

 

 

 

Team   Preprocessing   Methods Weakness Effectivenesss 

(Djandji et 

al., 

2020) 

He removed all non-Arabic 

letters and fragmentation 

from the words 

Controlling and accurate 

weddings according to 

context(Arabart)and eliminating 

perversion 

The researcher used 

the source of 

knowledge specific to 

one topic for the 

reader of any 

document 

Translate all data 

for the purpose of 

ensuring high 

quality 

(Elmadany 

et al., 

2020) 

Names, numbers, and all 

tags and associations replace 

with NUM, USER, HASH 

and URL respectively 

Use multilingual, sentimental, 

BERT-based forms 

The researcher did 

not address any of the 

questions that are the 

most accurate 

The researcher used 

BERT's algorithm 

for the purpose of 

comparison and got 

a high efficiency 

 (Saeed et 

al., 

2020) 

Using regular letters, 

removing any repeated 

letters, dividing them into 

words 

(Multilingual BERT) and non-

contextual weddings Aravec , 

Fast Text, word2vec) with 

classifier group that compiled 

output using SVM,RF, NB, etc. 

Representations 

gained from prior 

training are 

insufficient to verify 

claims without access 

to context or 

evidence. 

Two designed 

tasks: situation 

prediction and 

claim verification 

(Hassan et 

al., 

2020) 

diacritic, kashida, repeated 

letter, and non- 

Arabic character removal 

Pre-trained character set by 

multi-language BERT 

They build simple 

models based on pre-

trained 

They acquire 

54.72% accuracy 

for age, 93.75% for 

dialect, 81.67% for 

gender, and 40.97% 

joint accuracy 

across the three 

tasks. 

Keleg et al., 

2020) 

word segmentation (multilingual BERT and 

AraBert) contextual embeddings 

Some hand-made 

features delay the 

work and lead to slow 

results 

 

use of a language 

model pre-trained 

on Arabic data only 

can yield better 

performance 

Mozannar et 

al., 

 (2019) 

factual Arabic question 

answering (QA), by using 

the Wikipedia 

step of document retriever using 

the TF-IDF ,the using BERT for 

document reader. 

Training is almost 

subject to 

supervision, its 

results are stable 

Use groups of 

classified and semi-

labeled data. 

Khouja, J. 

(2020). 

Demonstration learning for 

machine learning with two 

lines of position prediction 

and verification of claims 

Linguistic features and global 

knowledge learned during 

previous training are useful for 

predicting the situation, uses 

pre-training (BERT) 

translation of texts 

can be inadequate in 

the case of Arabic, 

English, and German 

discuss the current 

state-of-the-art and 

remaining 

challenges 
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Zhang, C., 

et al., 

(2019). 

Model for detecting special 

information such as age, 

gender, and language variety 

from the user's social media 

data 

simple models based on pre-

trained bidirectional encoders 

from (BERT).Transformers  

The use of human 

experiment models 

 

The researcher uses 

the latest 

transformer models 

to train the quality 

assurance system 

on a set of data 

Hasanain,  

Hasanain,  

., et al., 

(2020). 

The use of a language model 

pre-trained on Arabic data 

only, can yield better 

performance 

simple neural model ,using 

multilingual BERT 

Rely on bi-directional 

long-term memory 

(LSTM) and random 

fields 

They obtained 

state-of-the-art 

results on the 

standard 

ANERcorp corpus 

with an F1 score of 

90.6%. 

Table 2: Different methods used by different teams 

5- Conclusion 

This analysis dealt with most of the applications that are interested in answering the questions that used the PERT algorithm. 

The main objective of this survey is to present the methods used by most researchers and to assess the repercussions of 

repetition in the methods and methods used. Eleven studies have been published in recent years, which have kept pace with 

the development in answering questions. This survey proved that most of the users of the PERT algorithm rely on prior 

training of the data to obtain good results. Lately, most work has focused on the three methods of question and answer. 
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