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Abstract: In real world XML data plays a significant role in the application of World Wide Web. Now a days, in research   the 

data classification in XML document for heterogeneous structure proves to be a challenging task. A number of algorithms are 

available in XML data classification process. In the existing technique the performance is degraded in the classification process 

of XML document. In this paper the machine learning technique TSRSA (Tuning Swarm Rapid Swarm Algorithm) is proposed 

to classify the XML data. First, the elements are extracted by using kernel vector space model. Second, we classify the XML 
data using the algorithm of TSRSA optimization technique. TSRSO is using hyper parameters to obtain the better classifier. 

The experiments are demonstrated in the existing technique ELM (Extreme Machine Learning), Standard algorithms (SVM 
Support Vector Machine, DT-Decision Tree, NB-Navie Bayes, and KNN-K Nearest Neighbor), KPCA-Kernel Principal 

Component Analysis and KELM Kernel Extreme Machine. In this research the proposed TSRSA algorithms are compared 
with the existing technique. The various performance parameters are compared with reference to the existing and the proposed 

model.   

Keywords: XML data, classification data, Vector space model, Tuning Swarm Rapid swarm Optimization Algorithm TSRSA 
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1.Introduction 

In real world, the growth of numerous web applications plays a very vital role in business. Most applications 

are based on the de-facto standard format of XML (Extensible Markup Language).The heterogeneous structure of 

data has become a tree model to perform the query .The classification process of XML document plays a very 

complex role in real time applications. The integration of data is required while processing the query between 

more than one XML documents. Research is very much required in the classification process of XML 

hierarchical. The semantics structure is used to classify the XML dataset (Thasleena, N. T., & Varghese. S. 

C.2015).The XML document classification is similar to text document classification. The text document is based 

on the semantics of the dataset. The XML document has framed the tree structure to view the information of the 

document. More than one level is maintained in the file structure. The structure is started from the root node. Then 

children nodes are created based on the information of the XML document. The structure and the semantics are 

considered in XML document classification. The XML semantics matching process is introduced in the template 

of XML matcher template. The component of XML matcher template and the various challenges of matcher 

template are described in (Agreste, Santa, Pasquale De Meo, Emilio Ferrara, &Domenico Ursino 2014).  Most 

of the comparisons are done using tree edit distance in the tree structure (Tekli, Joe, & Richard Chbeir. 

2012)(Tekli, Joe, Richard Chbeir, Agma JM Traina, Caetano Traina Jr, & Renato Fileto. 2015). In general 

XML documents are classified as deterministic. Fuzzy information is vague rather than being definite information. 

In real time applications vague values are subjective information to process the data. Most of the real world 

applications have used fuzzy set basics concept. Various areas of the fuzzy applications are given by (Zadeh, 

Lotfi A. 1999). The fuzzy XML document is processed based on the XML data in (Oliboni, Barbara, and 

Gabriele Pozzani. 2008).The approaches of fuzzy XML data have been found in(Nierman A, Jagadish H. V. 

2002).The web based fuzzy XML data growth is there in real world internet communication. This creates 

necessity to classify more than one fuzzy XML document into one format to process the data , so that various 

documents are integrated in the data processing. The current research challenges have not generated the report of 

the classification on the fuzzy XML data unfortunately. The classification process has been analyzed in uncertain 

XML document data (Zhao X, Bi X, Wang G, Zhang Z, Yang H. 2016).The Extreme Learning Machine 

approach is discussed with various datasetas can be found in (Huang G. B. 2014) (Huang GB, Chen L. 

2007).The ELM with semi supervised and supervised is explained in (Huang G, Song S, Gupta JN, Wu C. 

2014).The 
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various classifications are analyzed in(Sahunthala S, Geetha A, Parthiban L. 2020)( Sahunthala S, Geetha A, 

Parthiban L. 2020)( Vidhyalakshmi. M & Sudha. S. 2019).The error in the decoding of XML data is discussed 

in (Escalera S, Pujol O, Radeva P. 2019). 

The remaining part of the paper is divided into four sections.Section.2 discusses the works relating to the 

proposed technique. The proposed methodology is explained in section.3. The experimental evaluation is given in 

Section.4. Section.5 gives the conclusion of this research. 

2. Related Work 

The existing approach classification of the XML data in (Zhao, Zhen, Zongmin Ma, and Li Yan. 2019). The 

techniques ELM, Standard Classification algorithms and KPCA-KELM are used to classify the XML data in 

existing work. This review focuses on only the classification part of the XML data. 

2.1 KPCA (Kernel Principal Component Analysis) 

It is derived from PCA. This is widely used for non-linear data feature extraction. A kernel function is used in 

the feature space association. KPCA is the mapping process for all samples from the linear data space to non-

linear feature space. In the feature space the PCA features are extracted. The mapping function θ is defined 

implicitly by using kernel function. The M samples are considered for training data. In this technique the mapped 

samples θ(y1), θ(y2),…., θ(ym) are considered for classification. 

  𝑦𝑗  = 0

𝑚

𝑗=1

 (1) 

In feature space the correlation of the mapped sample is given by 

𝐶𝑟 =
1

𝑚
 θ 𝑦𝑗  θ yj 

T
𝑚

𝑗=1

 (2) 

The set of Eigen vectors Cr must be extracted features in feature space. This technique looks for the Eigen 

values µδ. Then the associated Eigen vectors Vec satisfying 

𝐶𝑟𝑉𝑒𝑐 = δVec  (3) 

The mapping data process depends on the Eigen vectors which are defined in Eqn.3.The performance 

parameters- accuracy and training time are measured in the experimental demonstration. The performances of 

these parameters are decreased. 

2.2 Extreme Learning Machine 

ELM is the free forwarded network for classification (Zhao X, Bi X, Wang G, Zhang Z, Yang H. 2016). This 

technique avoids multiple iteration and local minimization in the classification process. In general, the learning 

speed is faster in the process. The random assignment is generated of network’s hidden layer and the output 

weights can be manipulated by matrix operations. The ELM model is given by 

𝑓 𝑥 =  𝑏𝑘

𝑀

𝑘=1

𝑔𝑘 𝑥𝑗  =  𝑦 𝑏𝑗 = 1,2, … , 𝑁 (4) 

where M is the number of hidden layer nodes, g is the activation function,  and bk is the weight vector between 

the kth hidden node and the output node. The ELM is used to minimize the training errors ϵ.The mathematical 

manipulation to obtain the optimal classification in the existing approach is discussed in (Dhiman, Gaurav, 

Meenakshi Garg, Atulya Nagar, Vijay Kumar, and Mohammad Dehghani. 2015)( Kaur, Satnam, Lalit K. 

Awasthi, A. L. Sangal, and Gaurav Dhiman. 2020). 

2.3 Standard Classification Algorithms 

2.3.1 Support Vector Machine 

This is the supervised learning approach to perform the classification. This technique classifies linear and non-

linear data set. The feature value is adjusted using the kernel value. This approach adjusts the input in each layer 

to receive the desired output. This has more than one linear model. The kernel linear or non- liner or Gaussian is 

used to adjust the feature value. The existing technique classifies XML data without using optimized hyper 

parameters for classification. So the performance is reduced in the classification of XML data. 

2.3.2 Decision Tree 
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This technique is the supervised learning in which the data is continuously classified in the given data set. In 

general the outcome is 0 or 1 in this approach. Another outcome is the continuous data in the dataset. This 

technique has the parameters entropy and information gain to predicate the outcome. The probability distribution 

is manipulated based on the training data set. The system is changed by the stochastic process dynamically. The 

input feature is correlated with another feature in the data set. 

2.3.3 Navie Bayes 

This approach uses a huge volume of data. This supports fast process. It also handles an uncomplicated 

classification technique. This technique uses the conditional probability concept to classify the data. This uses the 

prior probability value. This can be used in binary and multiclass classification. Navie Bayes theorem is the back 

bone of this algorithm. 

2.3.4 KNN-K Nearest Neighbor 

This is supervised learning to perform the classification in the data. KNN has the properties of lazy learning 

and non-parametric process. This uses feature similarity to predict the new position of the data based on the 

nearest point in the training dataset. To find the new point using the Euclidean distance computation mechanism. 

The performances of the existing techniques are degraded in the classification of XML data. This can be 

significantly increased by the proposed model TSRSO algorithm. 

3. Proposed Work 

TSRSO classification technique is proposed in this research. The proposed work contains two modules. First 

one is the vector space model for feature extraction and the other is the technique TSRSO for the classification of 

XML data with hyper parameters. This technique is highly considerable for high dimensional non-linear data. The 

preprocessing is the technique to produce the raw data to implement the machine learning technique. The overall 

system architecture is given in Figure.1. 

Figure.1. Overall System Architecture of the proposed technique. 

 

3.1 Vector space model 

Vector space model or term vector model is an algebraic model for representing text documents (and any 

objects, in general) as vectors of identifiers (such as index terms). Documents and queries are represented as 

vectors. The non- linear data features are extracted from the given XML raw dataset. The vector space model is 

used to extract  XML documents being  represented by the tree model which is having the ordered number of 

labels (Tekli, Joe, Richard Chbeir, Agma JM Traina, Caetano Traina Jr, & Renato Fileto. 2015). In this tree 

the node represents the element’s name and the attribute value with the respective label in the XML document 

structure. The XML document is represented as rooted ordered labelled tree structure. The tree structure 

represents the type of the element based on the information from the XML document. The unnecessary 

information is removed from the tree structure. This increases the performance task of the process. The root node 

has more number of parent nodes in the XML document. The parent node has more number of children nodes and 

their values. 

3.1.1 Definition 1: XML document tree 

The XML document has a rooted ordered labelled tree XDTS=(n,e,l,d,p,v) where 

 N is the set of nodes in the tree XDTS 
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 The set of edges is represented by e, which presents the hierarchical structure of the  tree XDTS 

 The labels of the element is represented by l 

 D is the symbol which represents the data type of the element 

 The position the element is given by p in the XDTS 

 The value of the element is represented by v. 

We should maintain the related information of the element and their information to perform the conversion 

from the XML document into XML tree structure. 

3.1.2 Definition 2: XML document tree node (XDTN)=(NL,ND,NP,NV) 

 NL is the label of the node 

 ND is the depth of the node. In general the depth of the root node is 1.This value is incremented based on 

the child nodes of the root node. 

 NP is the position of the node 

 NV is the value of the node 

Table.1. Hyper parameters in classification technique. 

Machine 

learning 

classifier 

Parameter 

name 

Parameter value range 

KNN Number of 

neighbours 

(1,50) 

Distance (minkowski,cosine,euclidean,mahalanobis,seuclidean,jaccard,che

bychev) 

NB Distribution 

names 

(Kernel, Multinomial distribution, Multivariate multinomial 

distribution, Gaussian distribution) 

DT Minimum leaf 

size 

(1,50) 

Minimum parent 

size 

(1,50) 

SVM Coding (binary complete, dense random, one vs all, ordinal,sparse 

random,ternary complete) 

3.2 Classification with Tuning Swarm Optimized algorithm 

The feature is extracted using vector space model. The training stage and testing stage is considered in the 

overall architecture of the proposed system. 

3.2.1 Preprocessing 

Preprocessing is the process to clear the data. This should be applied to the data before implementing the data 

mining techniques. To receive the raw data the properties of the XML document, The XML document is 

converted into XDT structure. The feature value is calculated for each element of the hierarchical document. In 

training or testing data the necessary preprocessing technique is considered to obtain the raw data. 

3.2.2 Classification Algorithm 

The algorithm TSRSO contains two procedures. First one is the TSRSA. This has set the initial parameters 

required and classification for our algorithm. The second procedure init has the hyper parameters are used in the 

classification process. To obtain the optimal solution the iteration is considered in the algorithm. The hyper 

parameters maximum split is referred from (Khan, Faiza, Summrina Kanwal, Sultan Alamri, & Bushra 

Mumtaz. 2020). The various hyper parameters are given in Table 1.This procedure updates the optimal neighbor 

points in the XML document based on the class which is specified. The data flow of the proposed TSOA 

algorithm is given in Figure.2. 

In the algorithm TSRSA the new point P of the search agent is given by the Equation.5. 

𝑃 = 𝐵. 𝑃 𝑥 + 𝐷.  𝑃𝑖 𝑥 − 𝑃𝑟 𝑥   (5) 

Where Pi (x) indicates the position of the rate, Pr(x) represents the best optimal position to find the nearest 

neighbor. For better exploration and exploitation the subject of the iteration is explored by the parameters B and 

D.  B and D are calculated from Equations 6 and 7 respectively. 
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𝐵 = 𝑆 − 𝑥 ∗  
𝑆

𝑚𝑎𝑥𝑖𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛
  (6) 

𝐷 = 2. 𝑟𝑎𝑛𝑑𝑜𝑚()  (7) 

S is the random number between [1,5] and D is also the random number between [0,2]. The next neighbour 

point with respect to the current iteration (x) Pi(x+1) is computed in the Equation.8. 

𝑃𝑖 𝑥 + 1 =  𝑃𝑟 𝑥 − 𝑃  (8) 

Pi defines the updated next position of the neighbour. 

𝑃𝑜 =  𝑃 − 𝑟𝑟𝑎𝑛𝑑𝑜𝑚 𝑃𝑚 (𝑥)  (9) 

Where Po is the distance between source and the search agent, x indicates the current iteration, P represents the 

position of the source, and Pm represents the new tuning position. The updated position with respect the point P is 

given in Equation 10. 

𝑃𝑚  𝑥 =  
𝑃 + 𝐴. 𝑃𝑜𝑖𝑓𝑟𝑟𝑎𝑛𝑑𝑜𝑚 ≥ 0.5
𝑃 − 𝐴. 𝑃𝑜𝑖𝑓𝑟𝑟𝑎𝑛𝑑𝑜𝑚 < 0.5

  (10) 

rrandom is the number between 0 and 1 [0,1]. The best optimal solution of next point of Pm(x+1) is given by the 

Equation. (11). 

𝑃𝑚 (𝑥 + 1) =
𝑃𝑚  𝑥 + 𝑃𝑚 (𝑥 + 1)

2 + 𝑐
 (11) 

where c is the random number between 0 and 1[0,1]. 

Figure.2. TSRSO algorithm. 
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Figure.3. Data Flow diagram of the proposed algorithm. 

 

Figure.4. The sample XML data in “reed.XML”. 
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The part of the reed.xml document is given in Figure.4. In this research the feature “Units “is considered for 

the classification. The dataflow diagram of the proposed algorithm is given in Figure.3. The input is the XML 

document which is being classified. The elements of the input document are extracted by using vector space 

model.  The sample fragment of reed.xml is given in Figure.4. The class feature is extracted for classification. The 

initial population of the TSRSA algorithm is set. The new population based on the initial population for the given 

input xml document is generated. The fitness or objective function to obtain the better accuracy of the 

classification is evaluated. In this research the class label is Units. So the class label value 0.5 is set for the 

classification process. The class label is verified by two manipulations.  First one is, if class label (C3) <=0.5, 

generate the new position and the population by using Equations 5, 6, 7, and 8. Otherwise the new point and the 

population is obtained using the Equations 9, 10, and 11. In this research four objective functions are used to 

improve classification performance .They are Decision Tree (DT) fitness, Navie Bayes (NB) fitness, K-Nearest 

Neighbour (KNN) fitness, and Support Vector Machine (SVM) fitness. By using these objective functions the 

error is reduced to obtain a better accuracy. 

4. Experimental Evaluation 

This section presents the effectiveness and efficiency of the proposed TSOA machine learning approach. The 

proposed work is compared with the existing techniques ELM, SVM, and KPCA-KELM by various performance 

parameters. 

4.1 Experimental Settings 

Various classification techniques are presented in 2019, 2019, 2018.The familiar classification techniques are 

selected to compare the performance behavior of the classification process. This research has considered the data 

set “reed.xml” for demonstration.The comparison between the existing techniques ELM, SVM, KPCA-KELM has 

been presented and the proposed technique TSOA has been combined with NB, DT, SVM, and KNN. All the 

experiments are developed [using?] Corei3 processor, 4GB RAM, and MATLAB 2019a at Windows platform. 

The following performance parameters are evaluated in the experiment. The performance parameters are defined 

as the following terms : 

True Positive (TPD): The data that is correctly classified in the algorithm 

False Positive (FPD): The data that is incorrectly classified in the machine learning technique  

True Negative (TNP): The data that is correctly classified as normal  

False Negative (FN): The data that is incorrectly classified as normal 

Accuracy: This metric evaluates the classification models. The prediction model is correct in the data. 

𝐴 =
𝑇𝑃𝐷 + 𝑇𝑁𝐷

𝑇𝑃𝐷 + 𝐹𝑃𝐷 + 𝐹𝑁𝐷 + 𝑇𝑁𝐷
 (12) 

Precision: Number of correct data returned by the machine learning technique which is implemented  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃𝐷

𝑇𝑃𝐷 + 𝐹𝑃𝐷
 (13) 

Recall or sensitivity: Number of correct data being returned by the ML algorithm in the process 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃𝐷

𝑇𝑃𝐷 + 𝐹𝑁
 (14) 

Specificity: Number of incorrect data being returned by the ML algorithm in the process 

Training time: How long the training of the model will take to classify the data 

4.2 Performance Comparison 

The performance comparison of classification metric between the existing and the proposed technique is given 

in Table.2. 

Table.2. Performance Comparison between existing and proposed approach. 

 Existing Proposed Existing Proposed Existing Proposed Existing Proposed 

Parameter SVM TSRSO-

SVM 

KNN TSRSO-

KNN 

DT TSRSO-

DT 

NB TSRSO-

NB 

Accuracy 

(%) 

61 69 74 88 69 85 69 82 

Training 6.92 1.14 4.1 3.9 2.62 2.44 4.3 1.19 



S. Sahunthala,  Angelina Geetha,  Latha Parthiban 

 

4506  

Time(Sec) 

Sensitivity 

(%) 

33 46 51 66 48 68 42 54 

Specificity 

(%) 

71 81 82 94 81 94 74 90 

Precision 

(%) 

20 44 48 92 47 68 48 53 

FPR (%) 32 20 17 07 18 08 25 13 

RMSE 

(%) 

1.15 

 

1.04 

 
9.45 

 

0.5 9.8 

 

0.57 

 

1.04 

 

0.79 

 

Figure. 5a. Comparison of Accuracy between standard and proposed algorithms. 

 

Figure. 5b. Comparison of Training between standard and proposed algorithms. 

 

Figure. 5c. Comparison by Sensitivity metric between proposed and existing algorithms. 

 

Figure. 5d. Performance Comparison by Specificity metric between existing and proposed algorithms. 
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Figure. 5e. Performance Comparison by Precision metric. 

 

Figure.5f. Comparison by FPR performance metric. 

 

Figure. 5g. Comparison by RMSE metric between proposed and existing algorithms. 

 

The figures 5a, 5b, 5c, 5d, 5e, 5f, and 5g show the result comparison between the existing standard 

classification algorithms (SVM, NB, DT, and KNN) and the proposed technique TSRSO by the performance 

metrics accuracy, training time, specificity, sensitivity, precision, FPR, and RMSE. 
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Figure.5a shows the performance of the accuracy between the existing and the novel algorithm TSRSA. The 

novel technique produces better result than the existing technique. The training times of the existing and the 

proposed algorithms is compared in Figure.5b.The proposed technique takes less time than the existing technique. 

The sensitivity and the specificity performance comparison is shown in Figures.5c and 5d respectively. These 

parameters results should be high while implementing the novel algorithm. Figure.5c shows the proposed 

algorithm generating higher sensitivity than the existing standard algorithms. Figure.5d also gives higher 

specificity value in the proposed algorithm than the existing algorithm. 

The parameter precision is compared between the existing and the proposed classification is given Figure.5e. 

The proposed technique gives higher precision than the existing algorithm. The metrics RMSE and FPR should be 

less in the new algorithm of the research. In this research the new algorithm TSRSO obtains the FPR more than 

the existing algorithms. This is shown in Figure.5f.The metric RMSE result comparison is given in Figure.5g. In 

the proposed approach RMSE is obtained less than the existing approach. 

From Figures5a, 5b, 5c, 5d, 5e, 5f, and 5g it is clear that the proposed classification algorithm TSRSA 

generates better performance metric result than the existing standard classification techniques in XML data 

classifier. 

All performance parameters have produced significantly better result than the existing ELM and KPCA-KELM 

algorithms. 

5. Conclusion 

In this paper the XML documents were effectively classified by the novel approach of TSRSA technique. This 

technique used the vector space model to extract the content of the XML document. The core part of this research 

is TSRSO algorithm. This algorithm used the hyper parameter to improve the performance of the classification of 

the XML data. The performance of the TSRSA classifier was improved based on the feature extracted from the 

XML document. The demonstration of the experimental results showed that the proposed classifier technique 

performed the classification of the XML document more efficiently than the existing technique. The accuracy  of 

the proposed technique produced more robust result than the existing techniques. The training time of the novel 

classification technique significantly reduced compared with the existing technique. The other performance 

parameters were evaluated RMSE, sensitivity, Specificity, Precision and False Positive Rate. These parameters 

performance also significantly improved compared with the existing classification technique. In future the 

classification process will be evaluated in the distributed environment of the XML document. 
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