
Turkish Journal of Computer and Mathematics Education     Vol.12 No.12 (2021), 3529-3533 

                                                                                                                              Research Article                                                                                                          

3529 

Computer Aided Diagnosis Model of Glaucoma with Eye Tracking Data 
 
1Pramodini Punde,, 2Mukti Jadhav, 3Gangadevi Bedke,  
 
1Dept of CS and IT, Dr B.A.M.University, Aurangabad 
2Dept of CS, Shri Shivaji Arts and Science Chikhli 
3Dept of CS and IT, Dr B.A.M.University, Aurangabad 

 

Article History: Received: 11 January 2021; Revised: 12 February 2021; Accepted: 27 March 2021; Published 

online: 23 May 2021  

ABSTRACT: Computer Aided Diagnostics (CAD) can be considered as a ‘second opinion’, it is an important 

application of machine learning to help health professionals in making diagnostic decisions. CAD is a broad concept 

to assist medical professionals in decision making process, that has been applied to a variety of medical data integrated 

with image processing, computer vision, mathematics, physics, statistics and machine learning. Use of machine 

learning in computer aided diagnostics for Glaucoma is based on the fact that there are multiple tests available for the 

diagnosis, medical data are often not easily interpretable and the interpretation can depend very much on the skill of 

the doctor, specialization of medical fields that highly impact the accuracy in the diagnosis. Machine learning has 

models for understanding complex processes, statistical power to build more accurate predictive models. Increasing 

confidence in such diagnostics would decrease the number of patients or the complications associated with the disease. 

The only way to save vision due to glaucoma is to early detect its onset.  In the proposed work we have used dataset 

collected from an eye tracker for 55 participants (glaucoma patients and normal subjects) to develop a model for 

prediction of Glaucoma with logistic regression. 

 

Introduction 

While traditional diagnosis remains a key component of clinical workup, many diseases can nowadays benefit from 

earlier and more refined characterization in order to make the most of increasingly advanced, often personalized 

therapies and multimodality treatment regimens. Glaucoma also has a major workload of services. It is one of the 

main causes of irreversible blindness. Early detection is the key to save vision loss due to Glaucoma. 

A complete eye exam includes five common tests to detect glaucoma. As effective therapy can inhibit the progress of 

glaucoma, early diagnosis is one of the main goals in the treatment of this disease. It is strongly believed that the 

thinning of the RNFL correlates highly with, or even precedes, visual field loss in glaucoma. Once glaucoma is 

diagnosed, patients need lifelong treatment and monitoring within eye hospitals to control the visual damage. Thus, 

there is a major workload of eye services for people detected with glaucoma. Eye tracking is a sensor technology that 

enables a device to know exactly where a person is looking, his eyes are focused. It also determines user’s attention, 

focus, drowsiness, consciousness or other mental state. Here, we propose that how eye tracker data may help us in 

diagnosis when the user is doing routine tasks. 

In the modern multidisciplinary clinical context, such advances tend to rely on the collation and analysis of much 

varied information and data obtained through at various stages of a patient's workup. The extraction, quantity and 

variety of such data and their subsequent synthesis is often well beyond human capabilities and thus requires the use 

of advanced computed analysis. This is where the concept of Computer-Aided Diagnosis and related approaches arose 

from and, while those were initially developed for extracting and combining features derived from images they have 

subsequently and more recently been broadened to encompass all types of clinical data and biomarkers, with the aim 

of providing an actionable understanding of disease to assist with its detailed characterization and optimize 

interventional strategies. Medical imaging is an indispensable tool for modern healthcare. Machine leaning plays an 

essential role in the medical imaging field, with applications including medical image analysis, computer-aided 

diagnosis, organ/lesion segmentation, image fusion, image-guided therapy, and image annotation and image retrieval. 

Computer Aided Diagnostics 

Computer Aided Diagnostics is fundamentally based on a very complex computational intelligence. X-ray or any other 

types of images are scanned for suspicious structures. The main goal of CAD systems is to identify abnormal signs at 

an earliest that a human professional fails to find [1]. Computer-Aided Diagnosis (CAD) demonstrates the practical 

applications with interdisciplinary approach for eg. in engineering and medical schools, applied-science, medical 

students, medical engineers, researchers in industry, academia, and health science, radiologists, cardiologists, 

surgeons, and healthcare professionals. 

Computational intelligence (CI) combines elements of learning, adaptation, evolution and fuzzy logic that are all 

closely related to machine learning, to allow one to create, in some sense, intelligent applications. CI techniques 
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typically rely on heuristic algorithms in neural networks, fuzzy systems and evolutionary computation. Each of these 

algorithms has advantages and disadvantages, and many computer-aided, review and diagnosis CAD applications 

have used one of these algorithms. There are three major learning paradigms in CI, each corresponding to a particular 

abstract learning task: supervised learning, unsupervised learning and reinforcement learning. Most training 

algorithms can be viewed as a straightforward application of optimization theory and statistical estimation [5]. 

Machine Learning 

Machine learning (ML) is the study of computer algorithms that improve automatically through experience.  It is seen 

as a part of artificial intelligence. Machine learning algorithms build a model based on sample data, known as ‘training 

data’ to make predictions or decisions without being explicitly programmed to do so. In machine learning, algorithms 

are 'trained' to find patterns and features in massive amounts of data in order to make decisions and predictions based 

on new data. The better the algorithm, the more accurate the decisions and predictions will become as it processes 

more data[5]. Machine learning algorithms are to analyze any dataset to extract data-driven model, prediction rule, or 

decision rule from the dataset. Various machine learning algorithms are now used to develop high-performance 

medical image processing systems such as computer-aided detection system which detects clinically significant 

objects from medical images and computer-aided diagnosis system which quantifies malignancy of manually or 

automatically detected clinical objects. In this paper, we introduce some applications of machine learning algorithms 

to the development of medical image processing system. 

Machine learning involves computers discovering how they can perform tasks without being explicitly programmed 

to do so. It involves computers learning from data provided so that they carry out certain tasks. For simple tasks 

assigned to computers, it is possible to program algorithms telling the machine how to execute all steps required to 

solve the problem at hand; on the computer's part, no learning is needed. For more advanced tasks, it can be challenging 

for a human to manually create the needed algorithms. In practice, it can turn out to be more effective to help the 

machine develop its own algorithm, rather than having human programmers specify every needed step. 

Machine learning methods have been applied to classifying images acquired with various imaging modalities, using 

a variety of features, for various diseases, and with tools such as CAD and radiomics. Developing a machine learning 

method involves creating a training function for a dataset (the feature vectors, in the case of image classification) and 

making use of logical inference. When classes (diagnoses or clinical outcomes) for final decision of the model are 

pre-established, the training process is supervised. When there is no defined class, the process is unsupervised. In the 

latter case, the algorithm is aimed at the formation of clusters of similar samples (“exams with a similar pattern”), 

which may or may not be related to a known condition or disease. 

Machine learning is basically using data to answer a question. An algorithm is a set of statistical processing steps 

towards answer. The type of algorithm depends on the type (labeled or unlabeled) and amount of data in the training 

data set and on the type of problem to be solved[6]. The types of machine learning algorithms differ in their approach, 

the type of data they input and output, and the type of task or problem that they are intended to solve.  

Medical Imaging Intelligence and Analysis provides a comprehensive overview of machine learning research and 

technology in medical decision-making based on medical images. 

Tools that employ artificial intelligence, machine learning, and deep learning can be used in different ways to analyze 

images. In the field of radiology and diagnostic imaging, such tools have been applied primarily in CAD, content-

based image retrieval (CBIR), and radiomics/radio genomics.  

 Coupled with rapid improvements in computer processing, these AI-based systems are already improving the 

accuracy and efficiency of diagnosis and treatment across various specializations. The increasing focus of AI in 

radiology has led to some experts suggesting that someday AI may even replace radiologists. These suggestions raise 

the question of whether AI-based systems will eventually replace physicians in some specializations or will augment 

the role of physicians without actually replacing them. To that end this paper researches the role of AI-based systems 

in performing medical work in specializations including radiology, pathology, ophthalmology, and cardiology. It 

concludes that AI-based systems will augment physicians and are unlikely to replace the traditional physician–patient 

relationship.  

Statistical methods of automated decision making and modeling have been invented (and reinvented) in numerous 

fields for more than a century. Important problems in this arena include pattern classification, regression, control, 

system identification, and prediction.   

 

Machine Learning Model for Glaucoma Detection 

There are four basic steps for building a machine learning application in computer aided diagnostics. These are 

typically performed by data scientists working closely with the medical health professionals for whom the model is 

being developed. 

Step 1: Select and prepare a training data set 
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Training data is a data set representative of the data the machine learning model will ingest to solve the problem it’s 

designed to solve. In some cases, the training data is labeled data, ‘tagged’ to call out features and classifications the 

model will need to identify. Other data is unlabeled, and the model will need to extract those features and assign 

classifications on its own. 

In either case, the training data needs to be properly prepared, randomized, de-duplicated, and checked for imbalances 

or biases that could impact the training. It should also be divided into two subsets: the training subset, which will be 

used to train the application, and the evaluation subset, used to test and refine it. 

Table 1.The Participants in the dataset 

  No. Group 0 Group 1 

Male  32 15 17 

Female  24 10 14 

 

Step 2: Choose an algorithm to run on the training data set 

Again, an algorithm is a set of statistical processing steps. The type of algorithm depends on the type (labeled or 

unlabeled) and amount of data in the training data set and on the type of problem to be solved. These kinds of 

algorithms are known as supervised machine learning algorithms. 

Classification algorithms are used when the outputs are restricted to a limited set of values, and regression algorithms 

are used when the outputs may have any numerical value within a range. As an example, for a classification algorithm 

that filters emails, the input would be an incoming email, and the output would be the name of the folder in which to 

file the email. 

Common types of machine learning algorithms for use with labeled data include the following: 

Regression algorithms:  

Linear and logistic regression are examples of regression algorithms used to understand relationships in data. Linear 

regression is used to predict the value of a dependent variable based on the value of an independent variable. Logistic 

regression can be used when the dependent variable is binary in nature. Here we have used Logistic regression on the 

eye tracking dataset to predict whether a person is having Glaucoma or not based on the features fixation duration, 

number of fixations, saccades. 

                                
Fig.1 Histogram plot of features Number of fixations and saccades 

Model Training and model evaluation 

Evaluation of CAD systems are measured by two major factors, such as sensitivity and specificity, they seek for 

suspicious structure. CAD systems may not be 100% but their hit rate means sensitivity can be up to 98% these days. 

Another important step in the machine learning process is validation and performance assessment. Given a set of data, 

a machine learning classifier must use at least two different subsets to perform algorithm training and predictive model 

validation. 

The performance of each model is to be evaluated on the test set that was held out before training the model (25% of 

the dataset). The performance on the test set is evaluated exactly as described for the train set above. A confusion 

matrix is built and all the performance measures are computed as for the train set. 

Performance of Logistic Regression: 

 Precision Recall F1-score 

Class 0 0.89 0.89 0.89 

Class 1 0.90 0.90 0.90 

  Accuracy 0.89 

 

Performance evaluation 

Each model is to be evaluated by calculating performance measures using the confusion matrix. Confusion matrix, or 

contingency table, is used to evaluate the performance of a classification model on a set of data for which the true 

values are known. The confusion matrix has four categories. True positives (TP) are cases in which the classification 
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model predicted them to be high responders, and indeed, those cases were high responders, whereas true negatives 

(TN) correspond to cases correctly labeled as low responders. Finally, false negatives (FN) and false positives (FP) 

refer to low responders or high responders that were incorrectly labeled. From a confusion matrix, to evaluate 

classification models, we calculated following performance measures. Accuracy, a measure of how often the classifier 

is correct, was calculated as (TP + TN)/(total number of observations). Specificity, the proportion of actual negative 

cases (low responders) that were correctly identified was calculated as TN/(FP + TN), whereas sensitivity (also known 

as recall or TP rate), the proportion of actual positive cases (high responders) correctly labeled, was calculated as 

TP/(TP + FN). 

                                                 
    Fig. Confusion Matrix with Logistic Regression 

Conclusion 

CAD has undergone significant advances due to technological revolution in artificial intelligence, computational 

intelligence and machine learning. The advances in computational models have provided facilities in the clinical 

decision making, prognosis and prediction process. This paper discussed the machine learning approach related to 

clinical data for computer aided diagnostics in Glaucoma with the eye tracker data. To develop a machine learning 

model involves selecting the feature vectors as a training data, function, rules, algorithm specific data structures, and 

algorithm. We got 89% accuracy with logistic regression. We believe that Artificial Intelligence, Computational 

Intelligence, machine learning and CAD will change the way health professional work and change the perspective 

everyone in the clinical field has on their work. Increasing confidence in such diagnostics would decrease the number 

of patients or the complications associated with the disease. 
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