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Abstract: Machine learning has been used in every research and it is an effective tool in the medical field. This kind of 

automatic learning is used in the extraction of medical knowledge, patient management care and medical decision support. In 
machine learning the computerized algorithm can be integrated in the health care field to get an efficient and effective medical 
care. In the proposed system a machine learning based methodology is described for building an application for the 
identification and propagation of medical information. It extracts the sentences from database containing medical journals that 

contains various details about disease and treatment information. This task involves the scanning of the database where the 
unnecessary sentences are eliminated and only the required information is given to the user. It also derives a semantic relation 
that exists between disease and treatments and the non-informative sentences is not taken into consideration. Hence accurate 

results are obtained from the database providing effective retrieval. Finally, the result of the task produces an efficient outcome 
that can be integrated in an application that can be used in medical field. 
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1. Introduction  

Artificial intelligence has a branch called Machine Learning, whereby the term refers to the ability of IT 

systems to independently find solutions to problems by recognizing patterns in databases. Empirical denotes the 

information gained by means of observation and experiments. Hence empirical evidence is information that 

verifies the truth or falsity of a claim.  

People rely on internet for every aspect. All individual care deeply about their health and want to be, now more 

than ever, in charge of their health and health care. Life is more hectic than has ever been, the medicine that is 

practiced today is an Evidence-Based Medicine (EBM) in which medical  

Proofs is not only based on the number of years of practice but on the latest discoveries carried out. Tools that 

can help all to manage and better keep follow up of our health such as Google Health and Microsoft Health Vault 

are reasons and source that make people more powerful when it comes to knowledge in healthcare and 

management.   

The existing health care system is also becoming the trend that rules the Internet and the electronic world. 

Records related to health are maintained electronically are becoming the standard in the healthcare domain. 

Researches and studies show that the effective benefits of having an EHR system are: 

Health information recording and health data repositories-Diagnosing the patients in emergency 

conditions, allergies, and lab test results that enable better and time-efficient medical decisions.  

Maintaining medical records-Quick access to information related to potential adverse drug reactions, 

immunizations, supply of medicines. 

Support in decision making-The way of capturing and application of quality medical data for decisions in the 

healthcare domain.  

Effective treatments that are meant to specific health needs for patients-Access to information that is 

focused on certain topics in shorter time span. 

In order to achieve the standard of EHR system we need a better, faster, and more reliable access to the 

information. When the query is typed it hits the Medline database. Medline term which is coined for Medical 

Literature analysis and retrieval system online. Medline is a collective database of wide variety of articles 

published on Life science. It consists of journal citations and abstracts for biomedical literature around the world.  

There are generally two tasks involved in the work. The first one is identification of sentences published in 

literature related to Biomedicine to find out whether it is containing or not information about diseases and 

treatments, and automatically  
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of their approach is on entity recognition for diseases and treatments. Their representation techniques are based 

on words used in context, part of speech information, phrases, and a medical lexical ontology. The task involved 

in the system are extraction of information and relation extraction. Instead of classification of the entire datasets 

identifying meaningful relations that exist between various diseases and treatments. The second task is mainly 

based on three semantic relations Cures, Prevent and Side Effect.  

The main objective involves showing what Natural Language Processing (NLP) and Machine Learning (ML) 

methodologies guides us what representation of information and what Classification algorithms are suitable in 

identifying and classifying relevant medical information in short texts. We acknowledge the fact that tool capable 

of identifying reliable information in the medical domain stand as the basic building block for the healthcare 

system to update with latest discoveries. Medical professionals keep need to be up to date with all new discoveries 

about a certain treatment, in order to identify if it might have side effects for certain types of patients. It consists of 

around 21 million citations which keeps on updating continuously.  

The work carried out in the system presents an extensive study of various ML algorithms and textual 

representations for classifying short medical texts and identifying semantic relations existing with two medical 

entities: diseases and treatments.ML shows that in short texts when identifying semantic relations between 

diseases and treatments a substantial improvement in results is obtained when using a hierarchical way of 

approaching the task. The output of one task becomes the input for the other. The best part is to identify and 

eliminate first the sentences that do not contain relevant information, and then classify the rest of the sentences by 

the relations of interest and not by doing everything in one step by classifying sentences into one of the relations 

of interest and the other class as uninformative sentences.  

2. Related Work  

Like the proposed system a related work carried out by Rosario and Hearst approach is used. They used less 

data sets which helped in the classification of prescribed tasks. The dataset always has sentences from Medline 

literature abstracts annotated with disease and treatment entities and with eight semantic relations between 

diseases and treatments. The main target only the informative sentences are taken for classified.  

While ascending the process of information extraction and relation the three approaches used are co-

occurrences analysis, rule-based approaches, and statistical methods. The methods of co-occurrence analysis are 

mostly based only on lexical knowledge and context of words, and even though we try to obtain good levels of 

recall, the amount of precision is low. Rule-based approaches have been widely used for solving extraction of 

relation in task. Syntactic source of information like part-of-speech (POS) and syntactic structures. Syntactic rule-

based relation systems for extraction are complex systems based on additional tools used to assign POS tags or to 

extract syntactic parsing trees. It has been derived in literature of Biomedicine  and such tools are not yet at the 

state-of-the-art level as they are for general English texts, and therefore their performance on sentences is not 

always considered as best. Statistical methods tend to be used to solve various NLP tasks when annotated bulk of 

data are available. Rules are extracted in automation by the learning algorithm when using statistical approaches 

to solve various tasks. In general, statistical techniques can perform well even with less training data. 

Identification of informative sentences from medical abstracts involves summarization of tasks and extraction of 

meaningful information.   

3. The Proposed Approach  

The proposed system provides an efficient technique for identifying disease and treatment relations. The main 

enhancement is the usage of Stemming algorithm. When the Query is typed into the search space, however 

lengthy maybe it does not retrieve all the results relating the query, but the unwanted words gets filtered by means 

of Stemming algorithm. Stemming process consolidates a keyword by making it into a meaningful query. The 

verbal words get eliminated and the main keyword is alone considered as query.  

Then the query is sent to the Medline database consisting of journal citations. Once the Query hits the Medline 

then two tasks namely sentence selection and relation identification are performed. In the First task the system 

automatically identifies sentences published in medical journal’s abstract as containing or not information about 

diseases and treatments, and automatically identifying semantic relations that are found between diseases and 

treatments, as expressed in these texts. Second task is focused on three relations Cures, Prevent and Side effect. 

The proposed system uses an enhancement of Rosario and Hearst approach. In that approach all the datasets were 

classified. But in the proposed system first Informative sentences Vs. Non-informative is obtained. Only the 

informative sentences are used in the classification. The non-informative sentences are the one which does not 

contain the semantic relation but contain some information regarding the disease or cure or side effect. Three 

kinds of classification are formed between cure, prevent and side-effect.  

Finally, exact results are given to the user. These processes can be carried out in six modules.  
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(a) Admin Registration  

(b) Affix Removal   

(c) Formation of classifiers         

(d) Ranking the best Classifiers.  

(e) Comparison and Extraction.  

(f) Data Retrieval  

The following architecture diagram explains the process of proposed system   

 

Admin Registration  

The admin is provided with the user name and password. Only the Admin has full access to login to the 

system. Only the doctors and Medical professional updates the server. Whenever a citation is found the Medline is 

updated as the database is not stable and keeps on changing with new citations and journals. An ordinary person 

with his views about the disease treatment relation is not allowed to update the database server.  

Affix Removal  

 This is module where the stemming algorithm is applied. People’s search involves huge number of queries 

which may convey the same meaning. Hence by the usage of Stemming algorithm unwanted leaf words are 

eliminated and only the main keywords are taken into consideration. Leaf words are the words like suffixes or 

prefixes which are attached to the main keyword. Affix removal conflation technique are referred to stemming 

process. By using this process, the suffices and prefixes are removed, and the keyword is reduced to a 

consolidated word. This process suggests the distinction between existing and the proposed system, wherein the 

existing system no stemming process is involved. The stemming process will remove the suffices one at a time 

starting at the end of the word and working towards beginning. 

We also use Bloom filter in order to find whether an element is a member of set. The process of stemming 

helps in providing correctness by two actions. Over stemming in which too much of a term is removed and in 

Under stemming a term which occurs too little of times is eliminated.This helps in finding accurate relation. 

Formation of classifiers  

 The classifiers segment a relation into distinct classes. This involves searching the journals and extracting the 

information from the journals and storing the result in database server. 
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In these three kinds of classifiers are obtained. They are:  

               (i)Disease and Treatment  

               (ii)Disease and Symptoms  

               (iii)Disease and Side effect 

Whenever a new classifier is formed it gets updated in the database and the best classifier gets the highest rank. 

Hence three classifiers are formed between treatment, symptoms and side effects we can easily analyze the 

accurate relations. 

In the decision-making system, two types of classification are made based on the informative and non-

informative sentences. The informative sentences are the one which consists of semantic relationship with the 

contents in the med-line data base and the non-informative sentences which consists of some details about the 

query but not the exact semantic relation with the query.  

The informative sentences again classified further to check any relationship exists with the classified 

sentences. Based on the resulting sentences we again try to extract any meaningful relation existing in association 

with the query. The further classified sentences are suggested in bags of words (BOW) representation in zero’s 

and one’s. 

The sentences with zero value are considered as non-information sentences and not further included in the 

classification again. But the sentences containing one’s are used to form three types of classifiers like prevent, 

cure and side effects. So, the users will get the accurate results based on the effective solutions proposed. These 

ranking helps in finding accurate solutions. 
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4. The Proposed Algorithm 

 

18: Detach the nodes in C from matrix Si and   

let the sub matrix be Si 

    19: Set Si=Si 

    20: end while 

    21: end for 

Ranking the best Classifiers   

  Ranking is mostly done when a query consists of more answers. The answers are ranked based on the order of 

relevance and importance. It suggests the relationship between a set of relation such that for any two relation the 

first is either ranked higher than or ranked lower than or ranked equal to the second. In the system the relation 

which is used by majority of professionals is given the highest rank and its priority is higher than the others. In 

this we differentiate between the existing and proposed system. In the existing system if webpage containing a 

new product is visited again and again by the same person the rating of that page gets increased whether the 

person may or may not have knowledge about the product. Hence it does not provide the best ranking. But in the 

case of proposed approach the ranking can be done only by professionals’ experts in that field. If a relation is used 

by many professionals then the relation is given higher priority than the other. Similarly, if the same relation 

occurs twice or thrice in the same journal then the rating is considered as one only. Hence the new users using the 

system can easily justify which the best relation exists between the disease and treatment. Lay people can also 

easily identify the best relation. Existing between the disease and treatment and concluded which to be used.  

Comparison and extraction   

 This module helps to compare the values depending upon the classifiers which is already stored in the 

database. Whenever a person uses the system he can also view the users who all used the particular relation 

previously. User can compare the relation which is newly classified with the already used one and obtain the best 

relation for a particular disease and treatment.  

Data retrieval  

 The system uses BOW representation for classification purposes. In the system we use frequency feature 

representation which suggests the no of times a relation appears in the instance or 0 if it does not appear. By this 

the user can identify whether a relation existing or not. If present, they get retrieved efficiently.  
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5. Evaluation And Results  

Evaluation measures most commonly used in the ML settings are accuracy, precision, recall, and F-measure. In 

the system two kinds of results are obtained one for identifying informative sentences and other for the 

identification of semantic relationship. The evaluation measures Accuracy is   the total number of correctly 

classified instances. Recall is the ratio of correctly classified positive instances to the total number of positives. 

Precision means correctly classified positive instances to the total number of classified as positive. F-measure is 

the technique to detect the harmonic mean between precision and recall.  

Two results can be obtained for the task of identification of informative sentences and for the task of 

identification of semantic relationship. It can be used as a pipeline of tasks where the output of task one is used as 

the input to task two. Two setting can be obtained for easier classification of tasks. The first setting deals with 

usage of all the sentences, including those that do not contain information about the three relations of interests. 

The second setting uses the Sentences that contain one of the three Relations. Thus, observation of the second 

setting also validates the choice of proposing the first task to identify which sentences are informative and which 

not. For good performance level in the relation classification task, we need to weed out non-informative sentences.  

6. Results  

 

Graph: 1 comparison of accuracy and f-measure when verb phrases are used. 

Note: All the values of graphs are rounded off to two decimal points and mentioned as percentage. 

 

Graph : 2 comparison of accuracy and f-measure when biomedical are used. 
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Graph : 3 comparison of accuracy and f-measure when noun phrases  are used. 

 

Graph : 4 comparison of accuracy and f-measure when npl and biomedical  are used. 

 

Table 1 comparison of accuracy and f-measure when verb phrases are used in tables. 

 

Table 2 comparison of accuracy and f-measure when biomedical are used. 
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Table 3 comparison of accuracy and f-measure when noun phrases are used. 

 

Table 4 comparison of accuracy and f-measure when npl and biomedical are used. 

7. Conclusion  

The new type of relation extraction and information retrieval system for the classification of relation is 

obtained. It is identified that potential improvements in results is obtained when more information is brought in 

the representation technique for the task of classifying short medical texts. By usage of BOW approach, reliable 

results on text classification tasks can be obtained. The second task is obtained by solving the first task. Best 

results are obtained by focusing on three semantic relations between diseases and treatments. Thus an efficient and 

effective system for retrieval of best relation for disease and treatment is obtained.  
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