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Abstract: Nowadays, we live in the fourth industrial revolution era, where artificial intelligence, big data with machine 
learning engineering, and its subfield, the deep learning approach, uses a massive amount of data. This enormous amount of 

data must be analysed and computed efficiently. In this study, we present BiMDLs (Big machine deep learning systems), 
which contains state-of-the-art interfaces, frameworks, and libraries. To the best of our knowledge, significant limitations exist 

in several open aspects of BiMDLs and interfaces, and their ability to analyse, compute, and efficiently develop enormous data. 
Each of these aspects represents a framework issue that is interlinked in one way or another. This paper's goal is to summarize, 
organize and examine current BiMDLs and their technologies via a comprehensive review of recent research papers, to provide 
a synthesis and discuss observations of current open issues and future trends. Therefore, a systematic literature review (SLR) 

was developed, and 284 solid studies were conducted, analysed and discussed. Furthermore, we highlight several significant 
challenges and missing requirements of existing big machine deep learning engines and future extension directions. We believe 
that this SLR could benefit big machine deep learning researchers, developers, and specialists for further improvement; 
especially in parallel computing environments. 
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1. Introduction  

In today's digital world, computer science pays considerable attention to new generations of artificial 

intelligence; which is rapidly expanding, and has again become an attractive research topic [1]. Big data and 

software machine deep learning approaches, where ‘big data’ is a large set of distributed source data that is 

challenging to handle and evaluate using conventional methods[2];  [3]; [4], [5]Nowadays, data is power that 

leads to an organization becoming successful and big data analytics force industries to diagnose, forecast, and 

understand potential growth, leading them to achieve business value[6]. 

Big machine deep learning systems (BiMDLs), and their related technologies, are relatively new and are still 

evolving. Only a few works have attempted to tackle the shortcomings and complexities of artificial architectures; 

especially machine and deep learning techniques [1],[2],[3],[4]. In this systematic review, we presented a 

BiMDLs’ framework that contains state-of-the-art interfaces, frameworks, and libraries, such as Facebook’s 

Torch/PyTorch and Caffe2[4],[5], [6];[7],[8],[9], University of Montreal’s Theano, Google’s TensorFlow, [10], 

Apache’s MxNet, and Microsoft’s CNTK[8],[9],[10],[11] . The size of tensor in deep learning is huge, possibly 

reaching more than 200 million dimensions with 8 billion points; or what has become known as “the curse of 

dimensions” [7], [12]–[14]; [8]; [9]; [10]. To solve this high-dimensional problem, developers, researchers, 

programmers, and even software companies, designed a myriad of frameworks (known as big machine deep 

learning systems), to handle the complex matrices and mathematical operations involved[11]; [15]. For instance, 

Facebook’s Torch/PyTorch and Caffe2 [16], [17]; [18], University of Montreal’s Theano, Google’s 

TensorFlow[19]–[22], Apache’s MxNet, and Microsoft’s programming libraries with fixed user interfaces[23]. 

However, most machine deep learning frameworks are converging towards a common pipeline design; similar in 

terms of purpose, goal, and mission [22], [24]–[27]. 

Researchers face severe challenges in terms of incompatibility among these software systems, [15];[16]; [9]; 

[8]; [17]. We present and discuss several other relevant open issues, such as the difficulty of code conversion[18], 

[17], the lack of benchmarks [1],[19], and the difficulty of selecting a proper framework from all big machine 

deep learning frameworks [15], [2]. The literature review of this study reveals that these issues affect computing 

efficiency and effectiveness in parallel, in terms of increased computing and development time, difficulty in 

organizing computing tasks, increase in computing process costs, and decreased computing accuracy due to goal 

mismatches, which makes the process of computing, training and performance extremely complicated[15],[18] .  

 

Machine deep learning frameworks, based on the above-mentioned open issues, are still in need of appropriate 

solutions. Empirical research indicates that achieving a state of effective combination is a crucial success factor 

for BiMDLs’ projects [2].Therefore, after analysing the literature on big machine deep learning systems, we 

demonstrate that it is indeed an active study area, and that real challenges exist that need more intense in-depth 

study to analyse and identify potential solutions. 
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A combination of various machine learning models can boost the parallel computing process's accuracy; this 

could be achieved through a unified model that will undoubtedly lead to improved performance of the industry's 

machine deep learning techniques.  However, to achieve the best accuracy, decreased time-consumption and 

reduced computing costs, and a combination of two or more of these methods is required[22]; [28]; [25]. We 

believe that this paper proposes a promising technology model to enhance BiMDLs’ frameworks and their related 

libraries' compatibility. 

2. Related Work 

Many reviews, studies and various surveys have been conducted in the last six years on various topics of big 

machine deep learning systems (BiMDLs). Moreover, the machine learning approach has the potential to improve 

many business functions and meet a wide range of organizational needs[29]. For instance, BiMDLs capabilities 

can be leverage to recommend products to users based on previous purchases, provide image recognition for video 

monitoring, identify spam emails, and predict courses of action, paths, or diseases, amongst other things. 

However, Except for big high-tech firms such as Microsoft and Google, most organizations' development of ML 

capabilities is still primarily a research activity or a standalone project. Furthermore, there is a scarcity of existing 

guidance to help organizations develop these capabilities. The fragility of ML components and their algorithms 

limits their integration into applications. They are vulnerable to changes in data, which may cause their 

predictions to shift over time. Mismatches between system components also hamper them. 

This paper's fundamental goal is to conduct a thorough investigation of state-of-the-art big machine deep 

learning systems BiMDLs interfaces and their libraries. It includes an in-depth discussion of current BiMDLs 

technologies in terms of features offered, categorization, and classification. Additionally, many important open 

issues and further research opportunities will be presented for the next step of big Machine deep learning 

technologies development. While producing this paper, no other systematic study has been found on BiMDLs and 

their related technologies covering most of the existing open issues to the best of our knowledge. On the other 

hand, most of the published reviews in big machine deep learning systems did not address the lack of 

compatibility, the lack of code conversion, the lack of benchmark, and the difficulty of choosing among the big 

machine deep learning systems BiMDLs.  

However, more research is needed to establish the unique advantages obtained by combining these 

technologies and understanding how AI can be further improved with the increasing availability of Big Data with 

its volume, variety, and velocity [1], [30]. Therefore, there is a necessity to fully understand the synergy of AI 

systems and Big Data methods and its implications for AI research and practice. Furthermore, the literature 

overlooks the significant need to discuss or make mention of the importance of big data, machine learning, and 

deep learning in terms of their ecosystems and frameworks and the scarcity of AI, ML, DL, and BD resources 

despite the urgent need for more of research to match with the incredible acceleration and development of the 

fourth industrial revolutions. On the other hand, a lot of reviews and surveys have been done in the last years on 

various topics of big data. 

3. Literature review and A Systematic Literature Review SLR 

A systematic literature review SLR is a sequential methodological step that guides researchers by identifying 

the research objective and preparing how papers will be retrieved and reported. It simply aims to gather all 

empirical data that satisfies pre-specified eligibility requirements to address a specific research question. It 

employs explicit, Specific systematic methods chosen to reduce bias, resulting in more accurate results from 

which conclusions can be formulated and decisions can be drawn. Moreover, Systematic literature reviews 

provide comprehensive datasets, making them a primary resource when referring to evidence in the studied 

research area. This research followed a set of measures to produce a systematic, transparent, and repeatable result. 

In other words, it is a form of secondary study that uses a well-defined methodology to identify, analyze, and 

impartial and (to some extent) repeatable interpretation of all relevant facts related to specific research questions 

[31]. 

This SLR represents a significant contribution to the researchers through providing opportunities for further 

improvement on BiMDLs big Machine deep learning systems environments. Moreover, it guides the researchers 

and developers for successful BiMDLs by evaluating the factors and their related dimensions that influence the 

parallel computing process. The contributions of this SLR in response to the research questions raised are 

described in detail. (RQ) are as follows: For RQ1: What are the most common characteristics, similarities, 

differences, attributes, advantages, and disadvantages among the big machine deep learning systems (BiMDLs) in 

terms of their goal, tasks, and function?To answer this question, the SLR provides deep knowledge and 

informative review about using the existing Big machine deep learning systems in several different levels of their 

performance, such as big data analysis, big data storage, big data process, and parallel computing. We also provide 

some of the multiple comparisons that we found served the purpose of the research. 
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RQ2: What are the main open issues and challenges of the current big machine deep learning systems 

BiMDLs? Therefore, the answer to this question will identify the big machine deep learning factors and 

dimensions and their impacts and identify the current BiMDLs challenges. On the other hand, the factors that 

affect the BiMDLs, in which the answer for this question will help the researchers, developers, and organizations 

to process the precision, accuracy, efficiency, and quality needed with less time-consuming and with low cost. 

RQ3: What critical factors and dimensions affect the existing big machine deep learning systems BiMDLs?  

This research has focused on several open issues and limitations: After analysing the systematic literature review 

of the existing big machine deep learning systems BiMDLs and their related frameworks, we found that this is still 

an open research domain, and some issues need further exploration, discussion to find the appropriate solution.  

The significant issues associated with this domain, such as the lack of compatibility among machine 

Frameworks, the difficulty of code generation and conversion, the lack of benchmarks within big machine deep 

learning frameworks, and the difficulty of selecting the proper Framework and library.The existent SLR provides 

a comprehensive review on the current BiMDLs open Challenges and limitations, especially in Parallel computing 

aspect. 

RQ4: What are the empirical approaches that overcome the current challenges of BiMDls?The answer focuses 

on and addresses the best strategies for a more straightforward solution by proposing a Unified platform and 

design an appropriate prototype in our future work, capable of combining the big machine deep learning systems 

features in one framework to enhance the BiMDLs techniques Compatibility and overcome their critical 

challenges. 

Planning the review 

Identify the need for this review 

Before undertaking this SLR, we needed to identify and review the existing SLR of the phenomenon of interest 

to clarify whether our review has already been done and provide a rationale for conducting an updated review. 

The checklist suggested by previous studies when reviewing the SLR: 

 

▪ What were the main systematic review’s objectives? 

▪ What source wereleveraged to collect the primary studies? Were they imposing significant limitations? 

▪ What are the inclusion and exclusion criteria, and how are they applied? 

▪ How were data from primary studies extracted? 

▪ What methods were used to investigate the differences between studies? How was the information 

combined? Does the evidence lead to the conclusions? 

Determine research questions 

In this stage, the research questions are elaborated clearly and precisely, and the search protocol is defined. The 

questions identification stage includes the following methodological elements: 

Search process:Aims to Identify the primary studies that should be address RQs. 

Data extraction:Aims to Extract the information required to respond to the RQs. 

Data analysis: Aims to synthesize the information in such a way that the RQs can be answered. 

Population:The essential elements here are: Artificial Intelligence (AI), Machine Learning (ML), Deep 

Learning (DL), Data Science, and Big Data (BD).  

Intervention: Planning models, tools, Techniques, Libraries, factors, and dimensions for BiMDLs methods and 

their current open issues and challenges. 

Comparison: literature provides a various comparison among BiMDLs Frameworks, methods, models, 

interfaces, libraries, algorithms, and systems in different levels. 

Outcomes: Frameworks, Porotypes, Tools, Techniques, Interfaces, Factors, Dimensions, Planning models, 

Comparative results, and a comprehensive obvious and applicable strategy for BiMDLs big machine deep learning 

system evaluation and its related open issues and challenges. 

Context: Any high-quality previous work, findings relevant to the BiMDLs and the current open issues. 

Our Approach is to:Separate the question into its various facts and components. 
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The research questionsRQ are: 

RQ1: What are the most common characteristics, similarities, differences,attributes, advantages and 

disadvantages among the big machine deep learning systems (BiMDLs) in terms of their goal, tasks and function? 

RQ2: What are the main open issues and challenges of the current big machine deep learning systems 

BiMDLs?  

RQ3: What critical factors and dimensions affect the existing big machine deep learning systems BiMDLs? 

RQ4: What are the empirical approaches that overcome the current challenges of BiMDLs and reduce high-

cost, time-consuming parallel computing process? 

Since this systematic review includes several comparisons of various methods, systems, frameworks and 

Approaches, research objectives presented as follows: 

The research Objectives RO are: 

RO 1: To identify, categorize, classify the big machine deep learning systems BiMDLs and their components 

to determine the advantages and disadvantages of the included interfaces and libraries. that occurred due to their 

differences in parallel computing goals. 

RO 2: To identify, investigate and filter the synthesis research evidence of the Existing big machine deep 

learning systems open issues and related challenges. 

RO 3: To Identify the critical factors and dimensions that affect the existing big machine deep learning 

systems BiMDLs? 

RO 4: To reduce the high-cost, time-consuming parallel computing process by increasing the compatibility, 

speed up code generating & conversion, and enhance accuracy and training quality among big machine deep 

learning systems by Proposing a practical, low-cost Model. 

Develop a review protocol 

A pre-defined protocol is necessary to reduce the possibility of researcher bias, such as selection or analysis of 

studies that researcher expectations may drive. Therefore, regarding development of the revision, defined protocol 

is applied, and the primary articles are obtained according to the established criteria. The protocol includes the 

following: 

Background: The rationale. 

Research questions: Questions that the review intended to answer. 

Search strategy: Including search terms and resources/databases to be searched, such as digital libraries, 

specific journals, and conference proceedings. 

Data extraction strategy:Aims to define how each primary study's information will be obtained. 

Synthesis strategy: Meta-analysis / Quantitative Synthesis, define synthesis strategy and the techniques to be 

used. 

The following questions about the factors and dimensions are asked to answer the RQs that influence the 

success of the big machine deep learning systems BiMDLs:Q1: What is success for BiMDLs?Q2: What factors 

and dimensions affectBiMDLs?Q3: What are the classifications, and how are factors and dimensions classified? 

Selection strategy 

As shown in Table 1, best represented as a flow diagram with inclusion and exclusion criteria based on the 

research question and quality assessment. 

Inclusion criteria: The following inclusion criteria were contributed to include previous work: 

 

TABLE 1: Inclusion Criteria 

Inclusion Criteria Reason for Exclusion 

 

Research focus Research papers that identify the critical success factors and desirable outcomes,including 

their critical success dimensions those that categorize the factors and show the 
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development phases. 

Quantitative 

empirical studies 

These publications are included because they provide existing empirical evidence, which 

is the primary focus of this review. 

Impact factor Only articles from journals with considerable impact factor such as SJR are taken into 

account. 

Language English language studies isonly considered. 

Theories We selected only the related, critical and inclusive theories, then we associated each factor 

and dimension to its theory 

Date of publication Only from 2015 to 2021, as we focused only on the recent open issues and challenges. 

Participants The essential elements here are: Artificial Intelligence (AI), Machine Learning (ML), 

Deep Learning (DL), Data Science, and Big Data (BD). experts, and specialists 

Literatures The review was limited toarticles in high-quality peer-reviewed, high-indexed journals 

and high quality international scientific conferences 

For any duplicate 

studies,  

Only the latest version we used. 

Evaluation All studies that have empirical evaluation was involved. 

Exclusion criteria: Table 2 illustrates theinclusion criteria that were used to exclude the literature review are: 

TABLE 2: Exclusion Criteria 

Inclusion Criteria Reason for Exclusion 

 

Publication type We excluded books, book chapters, dissertations, low-quality conference, short articles 

 and non-indexed journal 

Unit of Analysis Exclude studies that do not consider Artificial intelligence, Machine learning, Deep 

learning, Big data, parallel computing and technology-based  

Research focus Research papers that fail to include research methodology or numerical test results 

(descriptive statistics), benchmarking, visible tangible results and analysis or discussion 

Language We excluded all languages except English language. 

Theory Excluded the unrelated and inconclusive theories 

Date of 

publication 

We excluded studies before 2015 as our discussed issues 

For any duplicate 

studies, 

We excluded all duplicate studies except last version. 

4. Methodology 

Conducting the review 

Following the planning and establishment of a predefined and well-defined plan, it is time to execute the 

literature by following the procedures and tasks outlined in the plan as follows: 

Search strategy 

It is commonly assumed that the more explicit and meticulous the search strategy, the more likely it is that a 

SLR will find all of the relevant papers. The majority of high-quality primary studies can be found in systematic 

reviewsof this research by seeking standard electronic databases. Furthermore, informal methods such as web 

surfing, "asking around," and being alert to serendipitous discovery can significantly boost the search efforts' yield 

and efficiency. As well, Methods that "snowball," such as seeking references and electronic citation tracking, 

effectively locating high-quality sources in remote locations. The search strategy includes the data source and the 

search string. 

Identify search strings and Search resources 

Before approaching to online searching process, we should determine all possible terms that were extracted 

from the research questions to find a relevant primary study. The terms combine together to form the statement 

which known as search string. As a result, we first identified the main idea of the big machine deep learning 

software and reviewed the keywords; Then, using the abstract and title of some identified primary studies, we 

identified alternative keywords and terms. Finally, we used the or/and Boolean operators to form the search string. 

As a result, we discovered many terms divided into fifteen categories, each of which contains alternative terms, 

and we listed synonyms, abbreviations, and alternative spellings as follows.: 
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▪ Artificial Intelligence, Machine Learning, Machine Learning Sycle, Algorithms, Deep Learning, The 

Fourth Revolution Industry, Software Engineering. 

▪ Systems, Tool, Techniques, Technologies, Architectures, Package, Software, Toolkits, State of The Art, 

Ecosystems. 

▪ Training, Modelling, Computing, Parallel Computing, Non-Parallel Computing. 

▪ Tensor, TensorFlow, Torch, PyTorch Caffe, Caffe2, CNTK, Theano, Keras) 

▪ Big Data, Big Data Characteristics, Big Data Analytics, Big Data Tools, Data Science, Data Mining, 

Dataset 

▪ Framework, Frameworks, System, Model, Prototype, Method, Frame, Design, Typical 

▪ Comparison, Comparative, Compare, Differentiation, Differences, Different, Similarities, Likeness 

▪ Enhance, Enhancing, Improve, Improving, Develop, Developing, Optimize, Optimizing 

▪ Advantages, Disadvantages, Negatives, Positives, Lack, Lacking, Shortage, Limitation, Pros, Cons 

▪ Factors, Variable, Determinants, Components, Facts, Reasons, Categories, Aspects, Agent, 

Representative 

▪ Dimensions, Subfactors, Measure, Measurement, Extent, Pointers 

▪ Review, Survey, SLR, Systematic Literature Review, Literature Review, Comparative Study, Case 

Study, Challenges, Open Issues, Future Trends, Future Work 

▪ Benchmark, Benchmarking, Benchmarks, Datasets, Evaluation, Evaluating 

▪ Coding, Code, Code Generation, Code Conversion 

▪ Compatibility, Interoperability, Matching, Match, Convenient, Appropriate, Suited, Consistent. 

Use Boolean ANDs and ORs (when a particular keyword produces too many results): We used the following 

search string in the titles, abstract and keywords as presented in Figure 1. 

(Artificial Intelligence OR Machine Learning OR Machine Learning Sycle OR Algorithms OR Deep Learning 

OR The Fourth Revolution Industry OR Software Engineering) AND (Systems, Tools OR Techniques OR 

Technologies OR Architectures OR Package OR Software OR Toolkits OR State Of The Art OR Ecosystems) 

AND (Enhance OR Enhancing OR Improve OR Improving OR Develop OR Developing OR Optimize OR 

Optimizing)AND (Training OR Modelling OR Computing OR Parallel Computing OR Non-Parallel Computing) 

AND (Tensor OR TensorFlow OR Torch OR PyTorch Caffe OR Caffe2 OR CNTK OR Theano OR Keras)AND ( 

Big Data OR Big Data Characteristics OR Big Data Analytics OR Big Data Tools OR Data Science OR Data 

Mining OR Dataset) AND ( Framework OR Frameworks OR System OR Model OR Prototype OR Method OR 

Frame OR Design OR Typical) AND ( Comparison OR Comparative OR Compare OR Differentiation OR 

Differences OR Different OR Similarities OR Likeness) AND (Advantages OR Disadvantages OR Negatives OR 

Positives OR Lack OR Lacking OR Shortage OR Limitation OR Pros OR Cons) AND (Factors OR Variable OR 

Determinants OR Components OR Facts OR Reasons OR Categories OR Aspects OR Agent OR Representative) 

AND (Dimensions OR Subfactors OR Measure OR Measurement OR Extent OR Pointers) AND (Review, Survey 

OR SLR OR Systematic Literature Review OR Literature Review OR Comparative Study OR Case Study OR 

Challenges OR Open Issues OR Future Trends OR Future Work) AND ( Benchmark OR Benchmarking OR 

Benchmarks OR Datasets OR Evaluation OR Evaluating) AND (Coding OR Code OR Code Generation OR Code 

Conversion) AND ( Compatibility OR Interoperability OR Matching OR Match OR Convenient OR Appropriate 

OR Suited OR Consistent). 

Figure 1: Search string and Keywords 

We manually searched for other sources of evidence such as through: 

Forward search (Snowballing technique): studies that have cited initially identified studies according to [32]. 

Backward search: from reference lists of initially identified studies, based on (Ali et al., 2018). For articles that 

were unavailable but pivotal for this study, it was considered and required.  

The review results: The number of results found for each keyword was recorded, including the sources. So, we 

present the findings of the search and then analysis of the studies that were chosen. The Analysis section will go 

over this analysis. 
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Literature selection: The review was limited to articles in peer-reviewed, high indexed/quality journals and 

high quality international scientific conferences, leaving out books, book chapters, and low-quality papers. We 

decided on our approach regarding criteria selection during the protocol definition to minimize the likelihood of 

bias, although they may be refined during the search process. 

The search sources are: ISI WOS, IEEE Xplore, Science Direct, Scopus, ACM Digital Library, Springer Link, 

Digital Library, and others (Emerald, Wiley& SPIE). The search period begins in the year 2015 until 2021. 

Theories:In this study we have associated all of the identified factors and their related dimensions to what 

theory it suits them. The selected theories are listed in table 3. 

TABLE 3: Summary of used theories in SLR 

No Theory 

1 Computational or (ML) Machine learning theory 

2 Complexity theory 

3 Structured process modelling theory 

4 Computational complexity theory 

5 Stakeholder theory 

6 Delone and McLean IS success model 

7 Coding theory 

8 Transaction cost economics (TCE) 

9 Information processing Theory 

10 Transactive memory theory 

11 Theory of computation 

12 programming language Theory 

13 Theory of technology Dominance (TTD) 

 

Assessing the quality of studies 

According to the guidelines in [33], we conduct the quality assessment criteria shown in table 4. To evaluate 

the papers and select high-quality studies. We have created nine questions answered by ‘Yes’ Y, ‘Partly’ P and 

‘No’ N answer to address the quality assessment and are presented in Table 4. The scoring points are Y = 1, P = 

0.5 and N = 0. Furthermore, each primary study should get from 0 to 13 score points. 

TABLE 4: Quality assessment form 

ID Question 

 

Score 

1 Do the Studies provide models, Tools, Frameworks and libraries related with Big machine deep 

learning systems BiMDLs?  

Y|P 

|N 

 

2 Do the Studies provide technique to select metrics to evaluate BiMDLs? Y|P 

|N 

 

3 Do the Studies provide factors that affect the BiMDLs? Y|P 

|N 

 

4 Do the studies provide dimensions influence the BiMDLs? Y|P 

|N 

 

5 Do the Studies provide mitigation strategies to overcome the challenges of BiMDLs Y|P 

|N 

 

6 Do the studies provide a reasonable technical comparison? Y|P 

|N 

 

7 Do the results of the studies is generalizable and applicable? Y|P 

|N 
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8 Does the data extracted adequately described? Y|P 

|N 

 

9 Are the inclusion and exclusion criteria of the studies adequately described? Y|P 

|N 

 

 

Appraisal of quality ensures that only the most appropriate, trustworthy, and relevant studies are used to 

develop the review's conclusions. 

Data extraction:To gather all of the primary study information required to answer the review questions and 

meet criteria for determining study quality. Therefore, data extraction is form need to be designed.Electronic 

forms are useful and can facilitate subsequent analysis. So, to ensure data extraction consistency, two techniques 

can be employed:  

Supervisor: extracts data from random sample of the primary studies and cross-checked with students’ results. 

Researcher: can perform second extraction from a random selection of studies.After selecting the SLR primary 

data studies, we designed the data extraction form presented in Table 5 to extract the primary search process 

correctly. The studies papers' information has been identified using the form of data extraction and should contain 

fields corresponding to each research question. Then, the quality assessment questions, which are listed in Table 

5, are evaluated for each primary study. The primary studies that are selected answer some or all of the research 

questions. 

TABLE 5: Form of data extraction 

Search interest Extracted Data 

 

General 

information 

Paper title, Paper type, author(s) name(s), publication Year, publication index 

RQ1 Systems, Frameworks, Methods, Tools, Models, practices, characteristics, Attributes, 

and applications, Similarities, Advantages, Disadvantages 

RQ2 Limitations, Open issues, Challenges, Software, platforms, mechanisms, Techniques, 

Design, Lacking, Precision, accuracy, Quality, Parallel computing, AI, Big data, ML, 

DL, Data science 

RQ3 Factors, Dimensions, Techniques, Benchmarks, Coding, Complexity, Differences, 

Features, 

RQ4 Solutions, Mitigate strategy, Evaluations, Metrics, Models, Performance, efficiency 

The data that is related to the all four research questions has been extracted to get more knowledge about it. 

This SLR has performed the data extraction for the 284 primary studies. All the extracted data and information has 

been analysed and discussed until the result achieve the objectives of this SLR study. 

Reporting the review: Format report 

Eventually, the results of the literature are reporter and conclusion are driven from the identified data and 

material. This section will detail out the SLR process by following the guidelines provided byKitchenham in [31] 

by which includes the research questions that achieve the objectives of the SLR. 

Structure and contents of systematic review report 

Title: Based on the question being asked and indicate that the study is a systematic review 

Abstract:  Include context, objectives, methods, results, conclusions. 

Background:includesJustification for the need for review, synopsis of previous reviews, and review question 

specification. 

Review Methods:This contains Search strategy,data sources, study selection, quality assessment, data 

extraction and data synthesis. 

The included and Excluded Studies: The sub-section includes the inclusion and the exclusion criteria, set of 

excluded studies, and justification for exclusion.  
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References and Appendices: To list included and excluded studies or to the raw data from the included studies 

Results: Description of primary studies, summaries or details of analysis. 

Discussion:The strengths and weaknesses of the evidence are included in the review compared to other 

reviews, taking into account. any differences in results and meaning of findings. 

Conclusions: Practical implications and unanswered questions and implications for future research. 

Multi-Criteria Analysis and AHP Technique 

MCA Approach is a complementary method to cost-benefit analysis (CBA). It consists of a two-phases 

decision-making process. In the first phase we identify a set of our research objectives. It then attempts to identify 

trade-offs between those goals, different policies, or different ways of achieving a given procedure.The second 

stage attempts to determine the "best" policy by assigning weights (scores) to the various objectives. The Analytic 

Hierarchy Process (AHP) offers a comprehensive analysis and rational framework for structuring a decision 

problem. In the present research, an empirical study was conducted to determine the relative importance of the 

factors affecting the Big machine deep learning systems.  

The result's input was used for pair-wise comparison of the factors influencing the BiMDLs. In AHP, the 

comparison of alternatives is based on the input of an expert team and the SLR findings. Finally, a comprehensive, 

precise analysis must be conducted to assess the impact of factors and their related dimensions on our model. The 

steps to be followed while implementing the AHP technique are described below:  

Step1:Make a hierarchical decision structure by dividing the entire BiMDLs problem into parameters or 

criteria. 

Step2:Create a series of judgments based on pair-wise comparisons to establish priorities among the 

hierarchy's parameters or criteria. Preferences for parameters are rated on a scale in this step. 

Step3:In this step we synthesize these assessments to create a set of overall priorities for the hierarchy. 

Weighted criteria scores are calculated in this step, yielding a relative ranking of parameters or criteria. 

Step4:To check the consistency of the judgments, we basically compare the quantitative and the qualitative 

results using decisions that are well-informed to derive weights and priorities. 

Step5:Choosing the best alternative based on Using the available sample data, calculate the total score for each 

potential alternative. 

Finding 

In this section, we have analyzed the data that was extracted. We started withSearch process resultsby 

presenting the overall finding of these SLR papers presented in Figure 2, and then the answer for each RQ is 

provided based on the collection data analysis, as shown in Table 7. Furthermore, Table 6 provides a list of the 

most selected High-Indexed Journals whose papers were cited and their Number of cited articles. 

The results show that the top twenty cited journals in this research (shown in the upper coloured part in table6) 

were as follows: Journal of Business Research, Journal of systems architecture, IEEE Access journal, International 

Journal of Information Management, Procedia Computer Science, International Journal of Electrical and 

Computer Engineering, Education and Information Technologies, Information Fusion, Neurocomputing, The 

Journal of Systems and Software, Applied soft computing, IEEE Computer Society, Artificial Intelligence 

Review, Machine Learning Journal, Artificial Intelligence in Medicine, Journal of Big Data, Knowledge-Based 

Systems,IEEE MICRO, IEEE Transactions on Parallel and Distributed Systems, Computers & Chemical 

Engineering. 

 

TABLE 6: List of High-Indexed Journals and Their Number of cited articles 

No Journal name Number of 

cited 

articles 

Indexed by 

 Journal of Business Research 5 Articles SCOPUS/WOS/SCIENCEDIRECT 

 Journal of systems architecture 4 Articles SCOPUS/WOS/SCIENCEDIRECT 

 IEEE Access journal 4 Articles SCIE/WOS 

 International Journal of Information Management 3 Articles SCIENCE DIRECT 

 Procedia Computer Science 3 Articles SCIENCE DIRECT 
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 International Journal of Electrical and Computer 

Engineering 

3 Articles SCOPUS 

 Education and Information Technologies 3 Articles SPRINGER and SSCI 

 Information Fusion 3 Articles SCIE/WOS 

 Neurocomputing 2 Articles SCOPUS/SCIENCEDIRECT/WOS 

 The Journal of Systems and Software 2 Articles ISI, SCOPUS, SCIENCE DIRECT 

 Applied soft computing 2 Articles SCIE/WOS 

 IEEE Computer Society 2 Articles WOS 

 Artificial Intelligence Review 2 Articles SCIE/WOS 

 Machine Learning Journal 2 Articles SPRINGER 

 Artificial Intelligence in Medicine 2 Articles SCIENCE DIRECT 

 Journal of Big Data 2 Articles WOS/ESCI 

 Knowledge-Based Systems 2 Articles SCIENCE DIRECT 

 IEEE MICRO 2 Articles IEEE, SCIE/WOS 

 IEEE Transactions on Parallel and Distributed 

Systems 

2 Articles IEEE Xplore, WOS/SCIE 

 Computers & Chemical Engineering 2 Articles ISI/SCIE/WOS 

 Concurrency and computation-practice & experience 

journal. 

2 Articles SCIE/WOS 

 Journal of machine learning & knowledge extraction 1 Article SCOPUS 

 Engineering Applications of Artificial Intelligence 1 Article SCIENCE DIRECT 

 IEEE Computer Society Technical Committee on 

Data Engineering 

1 Article IEEE Digital library 

 Urban Water Journal 1 Article WOS/SCIE 

 IEEE Transactions on Knowledge and Data 

Engineering 

1 Article WOS/SCIE 

 Parallel Computing 1 Article SCIENCE DIRECT 

 Knowledge and Information Systems 1 Article WOS/SCIE 

 MRS Communications 1 Article WOS/SCIE 

 Information and Software Technology 1 Article SCIENCE DIRECT 

 Technological Forecasting and Social Change 1 Article SCIENCE DIRECT 

 European Scientific Journal 1 Article WOS/ESCI 

 Government Information Quarterly 1 Article SCIENCE DIRECT 

 Technological Forecasting & Social Change 1 Article SCIENCE DIRECT 

 Journal of Computer Communications 1 Article SCIE/WOS 

 Journal of Archives of Computational Methods in 

Engineering 

1 Article SPRINGER/SCIE 

 Journal of Metals and Materials International 1 Article IEEE Xplore 

 Economic Analysis and Policy 1 Article SCIENCE DIRECT 

 Engineering 1 Article SCIENCE DIRECT 

 Journal of EEE Transactions on Visualization and 

Computer Graphics 

1 Article WOS/SCIE 

 Computer Vision and Image Understanding 1 Article SCIENCE DIRECT 

 Soft Computing Journal 1 Article SPRINGER/SCIE 

 International Journal of Computer Vision 1 Article SCIE/WOS 

 Drug Discovery Today 1 Article SCOPUS 

 REMOTE SENSING 1 Article ISI/SCIE/WOS 

 JOURNAL OF DIGITAL IMAGING 1 Article ISI/SCIE/WOS 

 International Journal of Innovative Technology and 

Exploring Engineering 

1 Article IEEE Digital library 

 Decision Support Systems 1 Article SCIENCE DIRECT 

 Journal of Manufacturing Systems 1 Article SCIENCE DIRECT 

 Journal of Computer Science and Technology 1 Article WOS/SCIE 

 Journal of Computers in Human Behaviour 1 Article SCIENCE DIRECT 

 IEEE Communications Surveys and Tutorials 1 Article WOS/SCIE 

 PLoS ONE 1 Article WOS/SCIE 
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 Information Sciences 1 Article WOS/SCIE 

 Computer Journal 1 Article IEEE Digital library/WOS/SCIE 

 Futures 1 Article SCIENCE DIRECT 

 International Journal of Management Education 1 Article SCIENCE DIRECT 

 Materials Today: Proceedings 1 Article SCIENCE DIRECT 

 Computers in Biology and Medicine 1 Article SCIENCE DIRECT 

 Journal of WSEAS 1 Article SCOPUS 

 Journal of Development Policy 1 Article Wiley online Library 

 Applied Science Journal 1 Article SCOPUS 

 Ain Shams Engineering Journal 1 Article SCIENCE DIRECT 

 International Journal of Information System 

Modeling and Design 

1 Article WOS/ESCI 

 Multimedia Tools and Applications 1 Article SCIENCE DIRECT 

 Proceedings of the IEEE 1 Article WOS/SCIE 

 Annals of internal medicine 1 Article WOS/SCIE 

 Business Horizons 1 Article SCIENCE DIRECT 

 Journal of Neuroscience Methods 1 Article SCIENCE DIRECT 

 Computers and Operations Research 1 Article SCIENCE DIRECT 

 Expert Systems with Applications 1 Article SCIENCE DIRECT 

 Frontiers in genetics 1 Article SCIE/WOS 

 Computer Methods and Programs in Biomedicine 1 Article SCIENCE DIRECT 

 Computational and Structural Biotechnology 1 Article WOS/SCIE 

 Journal of Imaging 1 Article ESCI/WOS 

 IEEE Computer Society Technical Committee on 

Data Engineering 

1 Article IEEE Digital library 

 Journal of King Saud University - Computer and 

Information 

1 Article WOS/SCIE 

 IEEE Internet Computing 1 Article IEEE Digital computing/ SCIE 

 Journal of Product Innovation Management 1 Article WOS/SCIE 

 IEEE Transactions on Services Computing 1 Article SCIE/WOS 

 International Journal of Engineering Research & 

Technology 

1 Article SCIE/WOS 

 Neurosurgery 1 Article SCIE/WOS 

 IIOAB Journal 1 Article ESCI/WOS 

 IEEE Transactions on Multi-Scale Computing 

Systems 

1 Article IEEE Digital library 

Search process resultsby presenting the overall finding of these SLR papers presented in Figure 2 
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Total of References Using Search Strings for Potentially Eligible Studies 

Google Scholar 2158 

ISI WOS/SCIE/ESCI/SSCI 1125 

IEEE Digital Library 976 

Science Direct 661 

SCOPUS 556 

ACM 525 

Springer 360 

Others 67 

Total 6428 

References Using Search Strings After Applying Inclusion and Exclusion Criteria 

Google Scholar - 

ISI WOS/SCIE/ESCI/SSCI 563 

IEEE Digital Library 488 

Science Direct 330 

SCOPUS 278 

ACM 263 

Springer 180 

Others 33 

Total 2135 

References Using Search Strings After Reading Abstract and Conclusion 

ISI WOS/SCIE/ESCI/SSCI 282 

IEEE Digital Library 244 

Science Direct 330 

SCOPUS 165 

ACM 132 

Springer 90 

Others 17 

Total 1260 

References Using Search Strings After Reading the Whole Text Including the Finding and Related Results 

 

ISI WOS/SCIE/ESCI/SSCI 75 

IEEE Digital Library 65 

Science Direct 46 

SCOPUS 35 

ACM 35 

Springer 24 

Others 4 

Total 284 

Figure 2:Search string Process results 

General results and discussion 

Based on the search process result Table 8, the 284 selected papers are analyzed based on the relevant RQs as 

shown in Table 7. It has been established that the majority of the selected papers provide answers to RQ1, and 

RQ3, as 195 out of 284 papers answer the RQ1, whereas 221 papers give answers to RQ3. However, 176 

extracted papers offer answers for RQ2. Around 40% (about 113 papers) of the extracted papers contributed to the 

answers for RQ4, which is the lowest among the rest of the research questions. This could be due to fewer 

research efforts have been contributed to the literature compared to the other questions, which requires more 

research to be done to provide more answers on the RQ4. 

Discussion and analyses related research questions 

After identifying the data extraction strategy and selecting the primary data studies, we designed the data 

extraction form presented in Table 5 to obtain the data from the primary search process correctly. The studies' 

articles' information has been identified using data extraction application and should contain fields corresponding 
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to each research question. Then, the quality assessment questions listed in Table 4 are evaluated for each primary 

study. The primary studies that are selected answer some or all of the research questions. Table 8 and figure3 

illustrate Search Process Results while Table 9 and figure 4 show the distribution of publications per year. 

RQ1: What are the most common characteristics, similarities, differences, attributes, advantages and 

disadvantages among the big machine deep learning systems (BiMDLs) in terms of their goal, tasks and function? 

The primary objective of this review is to identify, categorize, classify the big machine deep learning systems 

BiMDLs and their components to determine the advantages and disadvantages of the included interfaces and 

libraries that occurred due to their differences in parallel computing goals by conducting SLR. The results of our 

comprehensive investigation were informative.  

A list of existing BiMDLs investigation outcomes and the comparison results in several aspects have identified 

the limitations, common features, the similarities, differences, the advantages, and disadvantages that could add 

beneficial knowledge to Artificial intelligence AI, Machine learning ML, Deep learning DL, and Data science 

Researchers and Developers. 

TABLE 7: The most related studies to the research topic mapped to RQs 

Paper Year Type of 

Publication 

Indexed by  Frequenci

es 

RQ1 RQ2 RQ3 RQ4 

 

 

[34] 2019 Journal ISI WOS/SCIE 99 √ √ √  

[35] 2020 Journal ScienceDirect 98 √  √ √ 

[25] 2019 Journal Springer  90 √ √ √  

[36] 2019 Journal ISI WOS/SCIE 87 √ √  √ 

[37] 2020 Journal ScienceDirect  84 √ √   

[38] 2018 Journal ISI WOS/SCIE 80  √ √ √ 

[39] 2018 Journal ScienceDirect 80 √  √  

[40] 2019 Journal ISI WOS/SCIE 74  √ √  

[41] 2019 Journal ISI WOS/SCIE 72 √  √ √ 

[42] 2021 Journal Scopus 70 √ √  √ 

[43] 2021 Journal ScienceDirect 70  √ √  

[44] 2018 Conference IEEE 68 √ √ √ √ 

[5] 2019 Journal ISI WOS/SCIE 67 √ √   

[45] 2018 Journal ISI WOS/SCIE 65  √  √ 

[46] 2017 Journal ISI WOS/SCIE 65  √ √ √ 

[47] 2020 Journal ISI WOS/SCIE 61 √  √  

[48] 2018 Journal ScienceDirect 60 √ √  √ 

[49] 2017 Journal ISI WOS/ESCI 59 √ √   

[50] 2019 Journal/Conference ScienceDirect/AC

M 

58 √  √ √ 

[51] 2020 Journal ISI WOS/SCIE 58 √ √ √  

[52] 2019 Conference IEEE 56 √ √  √ 

[53] 2020 Journal ScienceDirect 53 √    

[54] 2018 Journal IEEE 52  √ √ √ 

[55] 2020 Journal ScienceDirect 52 √ √   

[56] 2019 Conference IEEE/ACM 50 √  √ √ 

[57] 2020 Journal ISI WOS/SCIE 50 √ √   

[22] 2019 Journal Springer 49  √ √ √ 

[58] 2021 Journal ScienceDirect 49 √ √ √  

[59] 2021 Journal ISI WOS/SCIE 48 √   √ 

[60] 2018 Conference IEEE 48 √ √ √  

[61] 2020 Journal Springer 47 √ √ √  

[62] 2019 Journal ISI WOS/SCIE 47 √  √ √ 

[63] 2018 Journal ISI WOS/SCIE 47 √ √ √  

[64] 2018 Conference IEEE/ACIS 46 √ √  √ 

[65] 2017 Journal ScienceDirect 46 √ √ √  

[66] 2019 Journal ScienceDirect 44 √  √  
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[67] 2020 Journal ScienceDirect 43  √ √ √ 

[26] 2017 Conference ACM 43 √ √  √ 

[68] 2019 Conference ACM 42 √  √  

[69] 2018 Conference ISI WOS/SCIE 41 √ √  √ 

[70] 2020 Journal/Conference Scopus 41 √ √  √ 

[71] 2017 Conference IEEE 41 √  √ √ 

[72] 2020 Journal Scopus  40 √ √   

[73] 2020 Journal ISI WOS/SCIE 40 √  √ √ 

[74] 2019 Journal ISI WOS/SCIE 39  √ √ √ 

[75] 2019 Conference IEEE 39 √ √   

[76] 2020 Journal ScienceDirect 39  √ √ √ 

[77] 2018 Journal IEEE 38 √  √  

[78] 2017 Conference IEEE 38 √ √   

[79] 2020 Conference ACM 37 √  √ √ 

[80] 2018 Journal ISI WOS/SCIE 37  √ √  

[81] 2020 Journal ScienceDirect  36 √   √ 

[82] 2018 Journal ProQuest  34  √ √  

[83] 2017 Journal ISI WOS/ESCI 34 √   √ 

[2] 2019 Journal ScienceDirect 34 √ √ √  

[84] 2019 Journal ISI WOS/SCIE 32 √ √ √  

[85] 2018 Journal ScienceDirect 32 √ √  √ 

[86] 2017 Conference IEEE 32 √  √  

[87] 2020 Journal ScienceDirect 31  √ √ √ 

[88] 2016 Journal ScienceDirect 31 √ √ √ √ 

[89] 2016 Conference USENIX 30 √    

[90] 2015 Journal ISI WOS/SCIE 30  √ √ √ 

[91] 2020 Journal ScienceDirect 30  √ √ √ 

[92] 2020 Journal IEEE 29 √  √  

[93] 2020 Conference USENIX/ACSA 29 √ √  √ 

[94] 2020 Journal ScienceDirect 29 √  √ √ 

[95] 2020 Journal ScienceDirect 29 √ √ √  

[96] 2020 Journal ScienceDirect 28 √ √  √ 

[97] 2018 Journal ISI WOS/SCIE 28 √ √  √ 

[98] 2020 Journal ScienceDirect 28 √  √  

[99] 2018 Journal ISI WOS/SCIE 28 √ √  √ 

[100] 2018 Conference ACM 27 √  √ √ 

[101] 2017 Conference IEEE 27 √ √ √  

[102] 2019 Conference ACM 26   √ √ 

[103] 2019 Journal ISI WOS/SCIE 26 √ √   

[104] 2018 Journal ISI WOS/SCIE 26 √  √ √ 

[105] 2017 Conference IEEE 25  √ √  

[106] 2017 Conference NIPS/Stanford Uni 25 √   √ 

[107] 2021 Journal Scopus 25 √ √ √  

[108] 2019 Journal ISI WOS/SCIE 25 √  √  

[11] 2020 Journal ISI WOS/SCIE 24 √ √ √ √ 

[109] 2019 Conference ACM 24 √ √ √  

[110] 2020 Journal ScienceDirect 23 √ √  √ 

[111] 2019 Conference IEEE 23   √  

[112] 2020 Conference Scopus 22 √ √  √ 

[113] 2018 Journal IEEE 22 √  √  

[114] 2020 Journal ISI WOS/SCIE 22  √ √ √ 

[115] 2018 Conference ACM/IEEE 22 √  √  

[116] 2018 Journal ISI WOS/SCIE 22 √ √  √ 

[117] 2020 Conference IEEE 21 √  √  

[118] 2020 Conference IEEE 21  √ √  
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[119] 2020 Journal ISI WOS/SSCI 21  √ √ √ 

[120] 2018 Journal ScienceDirect 20 √  √  

[121] 2019 Conference NeurIps/Canada  19 √ √ √  

[122] 2019 Journal IEEE/SCIMAGO 18 √  √ √ 

[123] 2019 Journal ISI WOS/ESCI 18 √ √ √  

[124] 2020 Journal Scopus  17 √    

[125] 2017 Conference IEEE 17 √ √ √  

[126] 2020 Journal Springer 17 √  √ √ 

[127] 2019 Conference HAL 17 √ √   

[128] 2020 Journal ScienceDirect 17 √  √ √ 

[129] 2018 Journal ISI WOS/SSCI 17 √ √ √  

[130] 2016 Journal ISI WOS/SCIE 17 √ √ √  

[131] 2020 Journal Scopus 16  √ √ √ 

[132] 2020 Journal ScienceDirect 16 √ √ √  

[133] 2016 Conference Springer 16  √ √ √ 

[134] 2019 Conference IEEE 16 √  √  

[135] 2017 Journal ISI WOS/SCIE 16 √ √  √ 

[136] 2018 Journal ISI WOS/SCIE 16 √ √ √  

[137] 2018 Journal ISI WOS/SCIE 15 √  √  

[138] 2017 Conference IEEE 15  √ √  

[139] 2020 Journal Springer 15 √ √ √ √ 

[140] 2020 Journal ScienceDirect 15 √  √  

[141] 2016 Conference IEEE 15 √ √ √  

[142] 2020 Conference IEEE/ACM 15  √ √ √ 

[143] 2019 Journal Scopus 15 √    

[144] 2018 Journal ScienceDirect 14  √ √ √ 

[145] 2018 Journal IEEE 14 √  √  

[146] 2019 Conference ACM 14  √ √  

[147] 2018 PhD Thesis California Uni 14 √ √  √ 

[148] 2020 Conference ACM/IEEE  14  √ √  

[149] 2016 Conference Scopus /EMNLP 14 √  √ √ 

[150] 2020 Journal ScienceDirect  14 √ √ √  

[151] 2017 Conference ACM  13 √ √ √  

[152] 2020 Journal ISI WOS/SCIE 13 √ √ √  

[153] 2020 Journal ScienceDirect  13 √  √  

[154] 2018 Journal ACM 13  √ √ √ 

[155] 2018 Conference ACM  13 √    

[156] 2020 Journal ISI WOS/ESCI 13 √ √ √  

[157] 2020 Conference Scopus  12 √   √ 

[158] 2017 Journal Springer  12  √ √  

[24] 2016 Conference ACM/USENIX 12 √    

[159] 2019 Conference  Springer  12 √ √ √  

[160] 2018 Conference  Springer 12 √  √  

[161] 2018 Conference IEEE 12  √ √ √ 

[162] 2020 Journal ISI WOS/ESCI  12 √  √  

[163] 2019 Conference SPIE/Scopus/ 

WOS  

12  √  √ 

[164] 2018 Conference Springer  12 √ √ √  

[165] 2020 Journal ScienceDirect  12 √  √  

[166] 2020 Journal ACM 11  √ √ √ 

[167] 2019 Conference ACM/IEEE 11  √ √  

[168] 2017 Conference IEEE 11 √  √  

[169] 2020 Conference IEEE 11  √ √ √ 

[170] 2020 Journal Scopus/AAAI 11 √ √   

[171] 2020 Conference SPIE/Scopus/WO

S 

11 √  √ √ 
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[172] 2018 Conference IEEE 11  √ √  

[173] 2017 Journal WOS/CEEOL 11 √ √  √ 

[29] 2019 Journal ISI WOS/SCIE 11 √  √  

[174] 2018 Conference IEEE 11  √ √  

[175] 2018 Journal IEEE/JOSS 10 √  √  

[176] 2018 Conference ACM 10 √ √   

[177] 2019 Conference ACM 10   √ √ 

[178] 2019 Conference ACM 10  √ √  

[179] 2020 Journal ISI WOS/SCIE 10 √  √ √ 

[180] 2017 Conference IEEE 10 √ √   

[181] 2020 Journal ScienceDirect 10   √ √ 

[182] 2016 Journal ScienceDirect 10 √ √   

[183] 2016 Journal ScienceDirect 10  √ √ √ 

[184] 2020 Conference ISI WOS/SCIE 10 √  √  

[185] 2018 Journal ScienceDirect 10  √ √  

[186] 2020 Journal ISI WOS/SCIE 9 √  √  

[187] 2020 Conference IEEE 9 √ √   

[188] 2017 Conference IEEE 9  √ √ √ 

[189] 2019 Journal ScienceDirect 9 √  √  

[8] 2020 Journal ACM 8  √ √  

[190] 2018 Conference ACM 8 √ √   

[191] 2018 Journal Scopus 8   √ √ 

[192] 2020 Conference PMLR/ Vienna 

Austria  

8 √ √ √  

[193] 2019 Conference Springer 8  √  √ 

[194] 2016 Journal ISI WOS/SCIE 8 √  √  

[195] 2018 Journal ProQuest 8  √ √ √ 

[196] 2019 Conference Springer  8 √  √  

[197] 2018 Journal ISI WOS/ESCI 8  √ √ √ 

[198] 2018 Journal Springer  8  √ √  

[199] 2019 Journal Springer 8 √  √  

[200] 2018 Journal Scopus  8 √    

[201] 2015 Journal ISI WOS/ESCI  8  √ √ √ 

[202] 2019 Journal Scopus 7 √    

[203] 2019 Journal Springer  7  √ √ √ 

[23] 2018 Journal PROQUEST/ISI 

WOS/SCIE 

7 √  √  

[204] 2019 Journal EMERALD 7  √  √ 

[205] 2017 Conference Springer  7 √  √  

[206] 2020 Journal ISI WOS/SCIE 7 √ √ √  

[207] 2017 Journal ISI WOS/SCIE 7   √ √ 

[208] 2016 Journal ISI WOS/SCIE 7  √ √  

[209] 2019 Journal ScienceDirect 7 √  √ √ 

[210] 2021 Journal ScienceDirect 7 √ √ √  

[211] 2018 Conference IEEE 6 √  √  

[212] 2017 Conference  IEEE/ACM 6  √ √  

[213] 2018 Conference  IEEE 6 √  √ √ 

[214] 2019 Journal ISI WOS/SCIE 6  √ √  

[215] 2019 Journal ISI WOS/SCIE 5 √  √  

[216] 2020 Journal Scopus 5  √  √ 

[217] 2017 Conference IEEE 4 √  √  

[218] 2016 Journal ISI WOS/SCIE 4  √ √ √ 

[219] 2018 Conference IEEE 4 √ √ √  

[220] 2016 Journal ISI WOS/ESCI 4 √  √ √ 

[221] 2019 Journal IEEE 4  √ √  

[222] 2019 Conference  ISI WOS/SCIE 4 √  √  
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[223] 2016 Journal ISI WOS/SCIE 4  √ √  

[224] 2020 Conference  ACM 4   √ √ 

[225] 2017 Conference  IEEE/ACM 3 √ √ √  

[18] 2018 Journal Scopus  3  √  √ 

[20] 2018 Conference  IEEE 3 √ √ √  

[226] 2019 Journal ScienceDirect 3 √  √ √ 

[7] 2020 Journal Scopus / PNAS 3  √ √  

[14] 2019 Journal Scopus  3 √  √ √ 

[227] 2016 Journal ISI WOS/SCIE 3  √ √  

[228] 2019 Journal Scopus  3 √  √ √ 

[229] 2015 Conference  ACM 3  √ √  

[230] 2017 Journal Springer 3 √  √ √ 

[231] 2019 Journal ScienceDirect 3  √ √  

[232] 2016 Conference  IEEE/ACM  3 √  √ √ 

[233] 2018 Conference  IEEE 2  √ √  

[234] 2019 Journal Scopus  2 √  √  

[235] 2019 Conference IEEE 2 √ √ √  

[236] 2016 Conference  IEEE 2  √ √  

[237] 2018 Conference  IEEE 2 √ √  √ 

[238] 2018 Journal ISI WOS/SCIE 2 √  √  

[239] 2017 Conference  Scopus / NIPS 2  √ √  

[240] 2019 Journal Springer  2 √  √  

[241] 2021 Journal ISI WOS/SCIE 2  √ √  

[242] 2019 Journal ScienceDirect  2 √  √ √ 

[243] 2018 Conference  IEEE 2 √ √ √  

[244] 2016 Journal ISI WOS/SCIE 2   √ √ 

[245] 2019 Journal ISI WOS/SCIE 2 √ √ √  

[246] 2019 Conference  IEEE  2 √  √ √ 

[247] 2018 Journal Scopus  2  √ √  

[9] 2017 Journal ISI WOS/SCIE 2 √  √  

[248] 2020 Journal ISI WOS/SCIE 2 √ √  √ 

[249] 2020 Journal ISI WOS/SCIE 2 √  √  

[250] 2018 Conference  IEEE  2 √ √ √  

[251] 2016 Journal ScienceDirect 2  √  √ 

[252] 2020 Journal Springer  2 √  √  

[253] 2020 Journal ISI WOS/SCIE 2 √ √ √  

[254] 2020 Journal ISI WOS/SCIE 2  √ √  

[255] 2017 Journal ISI WOS/SCIE 2 √  √  

[256] 2018 Conference  Springer 2 √ √  √ 

[257] 2015 Journal ScienceDirect 2 √ √ √  

[258] 2019 Journal IEEE 2 √  √  

[259] 2019 Journal Scopus  2  √ √  

[6] 2016 Journal Wiley  2 √  √ √ 

[260] 2019 Journal Springer  2  √ √  

[261] 2019 Journal ISI WOS/SCIE 2  √ √  

[262] 2019 Conference  IEEE 2 √  √ √ 

[263] 2018 Journal Scopus  2 √ √ √  

[264] 2020 Journal Scopus  1 √ √ √  

[265] 2018 Journal ScienceDirect  1 √  √  

[266] 2016 Journal Scopus  1 √ √  √ 

[267] 2019 Journal Scopus  1 √  √  

[268] 2020 Journal Scopus  1 √ √ √  

[269] 2018 Conference  IEEE  1 √   √ 

[13] 2016 Conference  ISI WOS/SCIE 1 √ √ √  

[270] 2016 eBook  Springer  1 √ √ √  
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[271] 2019 Journal ACM 1   √ √ 

[272] 2018 Conference  ACM 1  √ √  

[273] 2019 Journal Springer 1 √ √ √  

[274] 2016 Conference  IEEE 1 √  √  

[275] 2017 Conference  IEEE 1 √ √ √  

[276] 2019 Conference  IEEE 1  √ √  

[277] 2017 Journal ScienceDirect 1 √ √  √ 

[278] 2018 Journal ISI WOS/SCIE 1 √  √  

[279] 2017 Conference  IEEE 1 √ √ √  

[280] 2018 Journal Springer  1 √  √ √ 

[281] 2017 Conference  ACM 1  √ √  

[282] 2017 Conference  IEEE 1 √  √  

[283] 2019 Journal ISI WOS/SCIE 1  √ √ √ 

[284] 2017 Conference  IEEE 1 √  √  

[285] 2015 Conference  ACM 1  √ √  

[286] 2019 Conference  ACM 1 √ √  √ 

[10] 2019 Journal ISI WOS/SCIE 1   √  

[287] 2020 Journal ISI WOS/SCIE 1 √ √  √ 

[288] 2019 Conference  IEEE 1 √  √  

[289] 2019 Journal IEEE 1  √  √ 

[290] 2016 Conference  Scopus  1 √ √ √  

[291] 2019 Conference  ACM 1 √  √  

[292] 2020 Conference  ACM 1  √ √  

[293] 2020 Conference  Scopus  1 √  √ √ 

[294] 2019 Conference  ACM 1  √ √  

[12] 2019 Journal Scopus  1 √  √ √ 

[295] 2020 Journal ISI WOS/SCIE 1  √ √  

[296] 2018 Conference  IEEE 1 √  √ √ 

[297] 2018 Conference  IEEE 1  √ √  

[19] 2020 Journal Scopus  1 √ √ √  

TABLE 8: Search Process Results 

Research Resources Potentially eligible studies Selected Studies 

 

Google Scholar 2158 - 

ISI WOS/SCIE/ESCI/SSCI 1125 75 

IEEE Digital Library 976 65 

Science Direct 661 46 

SCOPUS 556 35 

ACM 525 35 

Springer 360 24 

Others 67 4 

Total 6428 284 

 

Figure 3: BiMDLs Search Process Results diagram 

2158 1125 976 661 556 525 360 67

6428

0 75 65 46 35 35 24 4 284

BiMDLs Search Process Results

Potentially eligible studies Selected Studies related to BiMDLs
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TABLE 9:Distribution of publications \ per year 

Year Number of studies Percentage (%) 

 

2015 5 2 % 

2016 25 9 % 

2017 35 12 % 

2018 66 23 % 

2019 75 26 % 

2020 72 25 % 

2021 6 2 % 

 

Figure 4: Distribution of publications diagram \ per year 

Comparisons 

Comparisonof the most BiMDLs popular Frameworks 

Undoubtedly, BiMDLs framework has met with tremendous success in a broad range of fields such as artificial 

vision, voice recognition, big data processing, and immersive comprehension and the latest state-of-the-art ML 

and DL implementations.Moreover, the size of tensor in deep learning is huge, this huge amount could reach more 

than 200 million dimensions with 8 Billion points, or what became known as (The curse of dimensions) [7], [12]–

[14]; [8]; [9]; [10]. And to solve this problem (High-Dimensionally Problem), Developers, Researchers, 

Programmers and even Software companies have designed a myriad of frameworks under the name of big 

machine/Deep learning Systems, to handle the complex matrices and mathematical operations [11]; [15].For 

instance, Facebook’s Torch/PyTorch and Caffe2 [16], [17]; [18],[298]; [25], [121], [299];  University of 

Montreal’s Theano, Google’s TensorFlow [19]–[22], Apache’s MxNet, and Microsoft’s programming libraries 

with fixed user interfaces [23] and Microsoft’s CNTK [23], [137], [138] as shown in Table 8. However, the most 

machine deep learning frameworks are converging to common pipeline design, similar in terms of purpose, goal 

and mission [22], [24]–[27]. 

The first comparison was conducted between the mostthe most BiMDLs popular Frameworks. Therefore,based 

on Table10, We found that when the framework works within the environment to which it belongs, the 

compatibility is excellent, and the code can be reused or even reversed and converted smoothly. However, when 

the environment differs, there is less or no compatibility with other frameworks. 

TABLE 10:Comparison results of the most the most BiMDLs popular Frameworks 

Framework creator Purpose Core 

Language 

Platform Interface CUDA 

Support 

Pretrai

ned 

Model 

Multi-

GPU 

Multi-

Threade

d CPU 

Compatibi

lity within 

the same 

environme

nt 

Compatible with 

the other 

frameworks 

0 5

25
35

66
75 72

0 2% 9% 12% 23% 26% 25%0

20

40

60

80

Year 2015 2016 2017 2018 2019 2020

D IS T R IB U T IO N  O F  P U B L IC A T IO N S  \ P E R  Y E A R

Number of studies Percentage (%)
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Cafe/Cafe2 Berkeley 

Vision and 

Learning 

Center 
2013 caffe 

2017 caffe2 

Caffe, a 

Convolutional 

Architecture for 

Fast Feature 
Embedding, is a 

Deep Learning 

framework that 
focuses on 

image 

classification 
and 

segmentation 

and can be 
deployed on 

both CPU and 

GPU. 

C++ Linux, 

Mac 

OS X, 

Windo
ws 

Python, 

MATLA

B 

Yes Yes Yes 

(onl

y 

data 
para

llel) 

Yes 

(BLA

S) 

Yes No 

TensorFlo
w 

Google 
Brain team 

2015 

It is a high-
performance 

numerical 

computation 
software library 

with support for 

Machine 
Learning and 

Deep Learning 

architectures 
deployed in 

CPU, GPU, and 

TPU. 

C++ Linux, 
Mac 

OS X, 

Windo
ws 

Python 
(Keras), 

C/C++, 

Java, Go, 
R 

Yes Yes Yes 
(Mo

st 

flexi
ble) 

Yes 
(Eige

n) 

Yes No 

Theano University 
de Montréal 

2007 

Smooth 
mathematical 

operations on 

multidimension
al arrays are 

performed by a 

GPU-
compatible 

Python library 

that is tightly 
integrated with 

NumPy. 

Python Cross-
platfor

m 

Python Yes Thro
ugh 

Lasa

gne’
s 

mod

el 
zoo 

Not 
perf

ect 

Yes 
(Blas, 

conv2

D, 
limite

d, 

Open
MP) 

Yes No 

Torch/PyT

orch 

Adam 

Paszke, 

Sam Gross, 
SoumithChi

ntala, 

Gregory 
Chanan 

(Facebook) 
2016 

A Python-based 

platform for 

distributed 
training and 

performance 

evaluation that 
is supported by 

main cloud 
applications. 

Python,

 C, C+

+, CUD
A 

Linux, 

macOS

, Wind
ows 

Python, 

C++, Juli

a 

Yes Yes Yes Yes 

(widel

y 
Used) 

Yes No 

CNTK Microsoft 
Research 

2016 

Microsoft 
Cognitive 

Toolkit 

(CNTK) is a 
DL Framework 

that describes 

computations 
using directed 

graphs. 

C++ Windo
ws, 

Linux 

(OSX 
via 

Docker 

on 
roadma

p) 

Python, 
C++, 

Comman

d line 

Yes Yes Yes Yes Yes No 

MXNet Apache 

Software 
Foundation 

2015 

MxNet is a free 

and open-
source deep 

learning 

software 
framework for 

training and 

deploying deep 
neural 

networks. 

Small 

C++ 
core 

library 

Linux, 

Mac 
OS X, 

C++, 

Python, 
Julia, 

MATLA

B, 
JavaScrip

t, Go, R, 

Scala, 
Perl 

Yes Yes Yes Yes 

(Open
MP) 

Yes No 

Deeplearni

ng4j 

Skymind 

engineering 

team; 
Deeplearnin

g4j 

DL4j is a Java 

programming 

library for the 
Java virtual 

machine 

Java Linux, 

Mac 

OS X, 
Windo

ws, 

Java, 

Scala, 

Clojure, 
Python 

(Keras) 

Yes Yes Yes Yes 

(Ope

MP) 

Yes No 

https://en.wikipedia.org/wiki/Google_Brain
https://en.wikipedia.org/wiki/Google_Brain
https://en.wikipedia.org/wiki/Universit%C3%A9_de_Montr%C3%A9al
https://en.wikipedia.org/wiki/Universit%C3%A9_de_Montr%C3%A9al
https://en.wikipedia.org/wiki/Python_(programming_language)
https://en.wikipedia.org/wiki/C_(programming_language)
https://en.wikipedia.org/wiki/C%2B%2B
https://en.wikipedia.org/wiki/C%2B%2B
https://en.wikipedia.org/wiki/CUDA
https://en.wikipedia.org/wiki/CUDA
https://en.wikipedia.org/wiki/Linux
https://en.wikipedia.org/wiki/MacOS
https://en.wikipedia.org/wiki/MacOS
https://en.wikipedia.org/wiki/Windows
https://en.wikipedia.org/wiki/Windows
https://en.wikipedia.org/wiki/Python_(programming_language)
https://en.wikipedia.org/wiki/C%2B%2B
https://en.wikipedia.org/wiki/Julia_(programming_language)
https://en.wikipedia.org/wiki/Julia_(programming_language)
https://en.wikipedia.org/wiki/Microsoft_Research
https://en.wikipedia.org/wiki/Microsoft_Research


Turkish Journal of Computer and Mathematics Education          Vol.12 No.12 (2021), 1567-1625                                                                                                       

                                                                                                                          Research Article                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                      

1587 

 

community; 

originally 

Adam 

Gibson 
2014 

(JVM). It is 

a framework wi

th 

comprehensive 
support for 

deep learning 

algorithms. 

Androi

d 

(Cross 

platfor
m) 

Chainer Preferred 
Networks 

and 

supported 
by IBM, 

Intel, 

NVidia 
2015 

Supports 
CUDA 

computation 

and multiple 
GPU 

implementation 

Python Linux, 
macOS 

Python Yes Yes Yes, 
with 

a 

little 
effo

rt 

Yes Yes No 

BigDL Jason Dai 
(Intel) 

2016 

BigDL is 
aApache Spark 

distributed deep 

learning library 

that supports 

programming 

languages Scala 
and Python. 

Scala Apache 
Spark 

Scala, 
Python 

No Yes No Yes Yes No 

ONNX Facebook, 

Microsoft 

2017 

(ONNX) The 

Open Neural 

Network 
Exchange is an 

artificial 

intelligence 
ecosystem that 

is open source. 

 

C++, P

ython 

Project 

Brainw

ave pla
tform 

C++, Pyt

hon 

Yes Yes Yes Yes yes Compatible 

with some 

operatorsan
d few 

BiMDLs 

frameworks, 
such 

as:PyTorch 

and Caffe2. 
With 

significant 

latency 

Comparison in terms of distribution and parallelization 

Distributed BiMDLs can naturally solve the problem of algorithm complexity and memory limitation in large 

scale machine learning.Distributed machine learning can achieve efficiency by loading data in parallel and fault 

tolerance by replicating data between machines. On the other hand, Big machine deep learning systems come with 

many possibilities for parallelization. The main advantage of data parallelism is that it is applicable to any ML or 

DL model architecture without further domain knowledge of the model. It scales well for compute-intensive 

operations but has only a few parameters, such as CNNs. However, data parallelism is limited for operations with 

many parameters, as parameter synchronization becomes the bottleneck[254].Besides, the use of different training 

processes to train different classifiers from distributed data sets increases the possibility of achieving greater 

precision, especially in a large domain. However, the design and implementation of efficient and clearly correct 

parallel algorithms represent a major challenge[65]. Table11 literature review Illustrated thesecond 

comparisonresults in terms of the distribution and parallelization: 

TABLE 11: BiMDLs Comparison results in terms of distribution and parallelization 

Framework Comparison Description 

 

Cafe • There’s no native support for distribution 

 

Caffe2 • Only decentralized  

• Only synchronous 

• Only Model Quantization  

• Only Gradient Quantization  

• Only Communication Scheduling [254] 

TensorFlo

w 

• Centralization 

• Terms synchronous and asynchronous that used interchangeably.  

• Supported model quantization  

• No support for gradient quantization  

• No support for communication scheduling [254] 

Theano • No native support for distribution. [254]; [283] 

https://en.wikipedia.org/wiki/Software_framework
https://en.wikipedia.org/wiki/Linux
https://en.wikipedia.org/wiki/MacOS
https://en.wikipedia.org/wiki/Python_(programming_language)
https://en.wikipedia.org/wiki/Facebook
https://en.wikipedia.org/wiki/Microsoft
https://en.wikipedia.org/wiki/C%2B%2B
https://en.wikipedia.org/wiki/Python_(programming_language)
https://en.wikipedia.org/wiki/Python_(programming_language)
https://en.wikipedia.org/w/index.php?title=Project_Brainwave&action=edit&redlink=1
https://en.wikipedia.org/w/index.php?title=Project_Brainwave&action=edit&redlink=1
https://en.wikipedia.org/w/index.php?title=Project_Brainwave&action=edit&redlink=1
https://en.wikipedia.org/wiki/C%2B%2B
https://en.wikipedia.org/wiki/Python_(programming_language)
https://en.wikipedia.org/wiki/Python_(programming_language)
https://en.wikipedia.org/wiki/Torch_(machine_learning)
https://en.wikipedia.org/wiki/Caffe_(software)
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Torch/PyT

orch 

• Centralization and decentralization  

• Synchronized  and asynchronous 

• Model quantization and gradient quantization are not supported  

• Communication scheduling is not supported [254] 

CNTK • Centralization and decentralization  

• BMUF-based bounded asynchronous training[274] 

• Model quantization is not supported; however, 1-bit gradient quantization[300]is 

supported 

• Communication planning is not supported. 

MXNet • Only centralized. 

• Synchronized  and asynchronous 

• Supported model quantization 

• Error-feedback  with 2-bit gradient quantization are supported  [283]. 

• Communication scheduling not supported  [254] 

Deeplearni

ng4j 

• Centralization and Decentralization 

• Synchronized and asynchronous 

• Supported Model quantization. 

• Strom's modified 1-bit gradient quantization is supported. [301]; [302] ; [254] 

• Communication planningis not supported 

Keras • Model quantization is supported  

• Keras-based DL framework is a proper environment for the implementation of a 

Higher-level concept[254]. 

Chainer • Only decentralized 

• Only synchronous 

• Model quantization is not supported 

• Gradient quantization is not supported 

• Communication Scheduling is not supported 

SINGA • Centralization and decentralization 

• Synchronized  and asynchronous  

• Model quantization is not supported 

• Gradient quantization is not supported 

• Communication Scheduling is not supported 

The third comparison includes two of the most famous, meaningful, and influential libraries within big 

machine deep learning systems, BiMDLs: TensorFlow and Keras.  

Comparison ofTensorFlow and Keras Frameworks 

Keras: Keras is an Open-Source neural network Framework. It is intended to be modular, quick, and simple to 

use. It is a valuable library for building any DL algorithm. Keras is a TensorFlow, CNTK, or Theano compatible 

and can be deployed in GPU and CPU. 

TensorFlow:TensorFlow framework is an open-source machine deep learning Interface. It was built to run on 

multiple CPUs or GPUs and even mobile operating systems. Table 12 illustrates the results of the comparison 

review as flowing: 

 

 

TABLE 12:Comparison results example Between TensorFlow and KERAS 

Comparisons Keras 

 

TensorFlow 

Founder 

 

• It began as a project by Chollet 

François and was developed by a group of 

people. 

• The Google Brain team developed 

it. 

Definition 

 

• KERAS is an Open-Source Neural 

Network library. It is intended to be 

modular, quick, and simple to use. It is a 

valuable library for building any deep 

• TensorFlow is an open-source 

deep-learning library. It was created to run 

on multiple CPUs or GPUs and even mobile 

operating systems 

https://www.bing.com/search?q=define+synchronized&FORM=DCTRQY
https://www.bing.com/search?q=define+synchronized&FORM=DCTRQY
https://www.bing.com/search?q=define+synchronized&FORM=DCTRQY
https://www.bing.com/search?q=define+synchronized&FORM=DCTRQY
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learning algorithm 

APIs level 

 

• KERAS is an API with a high 

level of abstraction. It runs on top of 

TensorFlow, CNTK, or Theano and can be 

deployed in CPU and GPU. 

• TensorFlow is a framework that 

provides both high-level and low-level 

APIs. 

Ease of use • KERAS is simple to use if we are 

familiar with Python. 

• It needs to learn the syntax of 

using various TensorFlow functions. 

Perfection • KERAS is Perfect for quick 

implementations. 

• It is ideal for deep learning 

research, complex networks. 

Debugging • It Uses another API debug tool 

such as TFDBG. 

• We can use Tensor board 

visualization tools for debugging. 

Language 

 

• It is Written in Python, a wrapper 

for Theano, TensorFlow, and CNTK. 

• It is written mostly in C++, Java, 

and Python  

Hardness and 

flexibility 

• KERAS has a straightforward 

architecture that is both readable and 

concise. 

• TensorFlow is not very simple to 

use. 

Debugging 

challenge 

• In the KERAS framework, there is 

a significantly less frequent need to debug 

simple networks. 

• It is pretty challenging to perform 

debugging in TensorFlow. 

Dataset size • KERAS is usually used for small 

datasets. 

• TensorFlow used for large datasets 

Community 

support 

• Community support is minimal, 

(There is little community support) 

• A large community of tech 

companies backs TensorFlow 

Performance 

level 

• It can be used for low-

performance models. 

• It is used for high-performance 

models 

Advantage • It reduces the number of user 

actions required for repeated use cases. 

• Provide actionable feedback in the 

event of a user error. 

• KERAS provides a simple, 

consistent interface optimized for everyday 

use cases. 

• It assists the user in writing 

custom building blocks to express new 

research ideas. 

• Create new layers, metrics, and 

models that are cutting-edge. 

• Provide a quick and 

straightforward prototyping service. 

• Provides Python and APIs, making 

them easier to work with.  

• Should be used to train and serve 

models in live mode to actual customers. 

• The TensorFlow framework is 

compatible with both CPU and GPU 

computing devices. 

• It enables us to execute a subset of 

a graph, allowing us to retrieve discrete 

data. 

• Provides a faster compilation time 

than other deep learning frameworks. 

• It enables automatic 

differentiation, which benefits gradient-

based machine learning algorithms. 

Disadvantage • Keras is more complex and a less 

flexible framework to use  

• There are no RBM (Restricted 

Boltzmann Machines), for instance, 

• There are fewer enterprises 

available online than TensorFlow  

• The Multi-GPU is not fully 

functional. 

• TensorFlow is slow and inefficient 

when compared to other Python 

frameworks. 

• Nvidia GPU support is limited to 

language support. 

• User must have a solid 

understanding of advanced calculus and 

linear algebra and prior experience with 
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machine learning. 

• Because TensorFlow has a unique 

structure, it is difficult to find and debug 

errors. 

• It is a shallow level with a steep 

learning curve. 

Features 

 

• Focusing on the user experience. 

• Multi-backend and multi-platform 

support. 

• Models can be created quickly. 

• Allows for simple and quick 

prototyping 

• Supports convolutional networks. 

• Support for recurrent networks 

• KERAS is expressive, adaptable, 

and ideal for exploratory research. 

• KERAS is a Python-based 

framework that facilitates debugging and 

exploration. 

• A highly modular neural network 

library written in Python •Designed with 

the goal of allowing for rapid 

experimentation 

• Python tools for faster debugging 

• Dynamic models with Python 

control flow 

• Support for custom and higher-

order gradients 

• TensorFlow provides multiple 

levels of abstraction, making it easier to 

build and train models. 

• TensorFlow enables us to quickly 

train and deploy our model, regardless of 

the language or platform we use. 

• TensorFlow offers flexibility and 

control through features such as the 

KERAS Functional API and Model 

• Well-documented and simple to 

understand 

• Probably the most popular Python 

library that is simple to use. 

Comparison ofPyTorch 0.3.0, TensorFlow 1.4.0, and Cafe2 0.8.1 

The obtained results from previous work demonstrated that many benchmarks were conducted. However, there 

is a need for more efforts to aid in select the appropriate BiMDLs framework or find the next deep learning hot 

issues from the evolution of the framework. As an example of the earlier benchmarks, Wang et al.[25] Provided a 

benchmark test as shown in Table 13. Benchmark was performed for image processing between three deep 

learning frameworks, which are: TensorFlow1.4.0, PyTorch 0.3.0, and Caffe2 0.8.1 with different datasets and 

GPUs. Test environment’s: CUDA 9.0.176, CuDNN 7.0.0.5, NVIDIA driver 387.34, a 1080Ti GPU with 11GB 

GDDR5. Except where noted. Network structure: VGG16 and Resnet152. The results are based on the models 

being run with images of size 224 224 3 and a batch size of 16. "Eval" displays the average duration of a single 

forward pass over 20 passes. "Train" displays the average duration of a pair of forwarding and backward passes 

over 20 runs. The varied heterogeneous results illustrated that there are apparent mismatches between BiMDLs 

Frameworks. Therefore, if we want to integrate the existing machine deep learning algorithms into the product, 

then we recommend starting with the BiMDLs unified framework, although the need to use the Java language, 

while the results will be satisfactory. 

 

TABLE13:Benchmark on tree BiMDLs frameworks and GPUs 

 Precision Vgg16 

eval (ms) 

Vgg16 

train (ms) 

ResNet152 

eval (ms) 

ResNet152 

train (ms) 

Compatible 

with other 

frameworks 

PyTorch 

0.3.0 

32-bit 

16-bit 

39.3 

33.5 

131.9 

117.6 

57.8 

46.9 

206.4 

193.5 

No 

TensorFlo

w 1.4.0 

32-bit 

16-bit 

43.4 

38.6 

131.3 

121.1 

69.6 

53.9 

300.6 

257.0 

No 
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Cafe2 0.8.1 32-bit 

16-bit 

47.0 

40.1 

158.9 

137.8 

77,9 

61.7 

223.9 

184.1 

No 

Table 14, Provides another benchmark test among Caffe, TensorFlow, and Torch frameworks was conducted 

(in four convolutional models) test use a six-core Intel Core i7-5930K CPU at 3.5 GHz and an NVIDIA Ti-tan X 

GPU[25]. TensorFlow achieves faster step times than Cafe and high performance that is within 6% of the most 

recent Torch version. TensorFlow and Torch have comparable performance because they both use the same 

version of the cuDNN, a GPU accelerated library, which executes the convolution and pooling operations on the 

critical path for training. Caffe performs these operations with open-source implementations that are simpler but 

less efficient than cuDNN. TensorFlow is also user-friendly, while TensorFlow-based high-level APIs, such as 

TFlearn and Tensor Layer, have existed in the same way that Theano has. 

Therefore, it is beneficial to note that high-level APIs are developed to aid developers in building complex 

interfaces more efficiently. At some point, the use of high-level APIs may result in longer runtimes. The varied 

heterogeneous results shows that there is apparent incompatibility between the three BiMDLs Frameworks, and 

this is further evidence that these systems need more work to enhance the compatibility between them. 

TABLE 14: 

Training four convolutional models with different BiMDLs libraries on a single GPU in milliseconds. 

 GoogleNet OxfordNet Overfeat AlexNet Compati

ble with 

other 

frameworks 

Caffe 1935 1068 823 324 No 

TensorFlow 445 540 279 81 No 

Torch 470 529 268 81 No 

All results in this table are for training with 32-bit floats 

Analysis thecurrent open issues and the related challenges 

This sub-section will provide informative details that effectively cover the RQ2 and RQ3 answers and partly 

provide some indicative directions related to the RQ4 answer. 

RQ2: What are the main open issues and challenges of the current big machine deep learning systems 

BiMDLs? 

The research has focused on several open issues: After analyzing the literature of big machine deep learning 

systems and their related frameworks, we found that this is still an open research domain, and some issues need 

further exploration, discussion to find the appropriate solution. Moreover, in this study, we extracted and analyzed 

roughly 43 factors affecting Big Machine deep learning systems challenges in different ways, followed by a more 

significant number of dimensions representing clear indications of the open issues under study. Then we 

supported them by linking them to the relevant theories to strengthen the quality, reliability, and realism of 

evidence. We believe that these valuable factors and related dimensions gathered and analyzed from several 

aspects will provide a satisfactory answer to RQ3. 

Furthermore,about RQ3: What are the critical factors and dimensions that affect the existing big machine deep 

learning systems BiMDLs?The answer of RQ2 and RQ3 which associated to each other includes several 

significant issues, such as the lack of compatibility among machine Frameworks, the difficulty of code generation 

and conversion, and the lack of benchmarks within big machine deep learning frameworks, as well as the 

difficulty of selecting the proper techniques among big machine deep learning systems. In this sub-section, the 

answers related to research questions are provided as follows: 

First Issue:Lack of Compatibility among Big machinedeep learning Systems (BiMDLs) 

One of the most critical aspects of this section is to address the compatibility level among big machine deep 

learning systems in terms of the type of programming language. Some frameworks can use the host language's 

objects instead of tensors as the operator arguments. For example, the beginning argument of MXNet's slice 

operator is a Python tuple". "When outputting the model, only the final value of such argument will be written 

while its full computation history is lost." Therefore, "this hybrid programming could result in conversion failure 

if the source framework (e.g., TensorFlow) defines the same argument as a tensor.  
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“However, the complete solution relies on whether the target framework has a built-in tensor-to-value 

capability such that we should directly convert the subgraph representing the argument's computation history. 

Table 15 provides a summary of the literatures that indicate to the compatibility level in terms of the type of 

programming language associated to the related theory, factor and open issue dimension. 

TABLE 15: LoC(Lack of compatibility) within big machine deep learning systems BiMDLs in terms of 

Programming language 

Factors ID Theory Open issues 

Dimensions 

References Tot

al of 

Ref. 

LoC (Lack of 

compatibility 

within big 

machine deep 

learning systems 

BiMDLs 

(Lacking in terms 

of Programming 

language) 

Theory 

of 

computatio

n/program

ming 

language 

Theory 

Compatibility 

level in terms of 

programming 

language and its 

related libraries 

(e.g., Python 

libraries for ML: 

SciPy, NumPy, 

Keras, Theano, 

etc..) 

[79]; [74]; [22]; [137]; [25]; [78]; 

[97]; [121]; [125]; [83]; [144]; [93]; [80]; 

[138]; [151]; [158]; [145]; [75]; [26]; 

[82]; [191]; [190]; [118]; [24]; [61]; 

[202]; [89]; [102]; [37]; [35]; [59]; [38]; 

[110]; [41]; [42]; [45]; [34]; [72]; [70]; 

[105]; [71]; [60]; [54]; [5]; [44]; [52]; 

[46]; [63]. 

48 

Papers 

The type of random-access memory RAM and memory size directly affect the level of compatibility within the 

big machine deep learning frameworks. Therefore, the second dimension of the compatibility among BiMDLs is 

in terms (Lack of memory type/size), as shown in Table 16. 

TABLE 16: LoC (Lack of compatibility) within big machine deep learning systems BiMDLs in terms of 

memory type/size) 

Factors ID Theory Open issues 

Dimensions 

References Tot

al of 

Ref. 

LoC (Lack 

of compatibility 

within big 

machine deep 

learning 

systems 

BiMDLs (In 

terms of 

memory 

type/size) 

Information 

processing 

Theory (IP 

theory, 

IPT)/Transactive 

memory theory 

Compatibility 

level in terms of 

memory RAM type, 

and RAM capacity 

(also, In terms of –

CPEs, MPEs- and 

LDM, DMA) 

[79]; [22]; [25]; [78]; [83]; [144]; 

[225]; [84]; [93]; [36]; [176]; [151]; 

[157]; [39]; [26]; [82]; [100]; [105]; 

[64]; [121]; [111]; [89]; [102]; [37]; 

[107]; [62]; [35]; [98]; [103]; [59]; 

[41]; [42]; [45]; [34]; [72]; [108]; 

[77]; [70]; [71]; [60]; [54]; [5]; [49]; 

[44]; [52]; [46]; [50]; [63]. 

48 

Papers 

Moreover, the type of computer device also affects the level of compatibility among BiMDLs as shown in 

Table 17. That is, if the devices on which codes, software, or datasets are exchanged are from the same type, then 

the compatibility level will be higher such as the exchange between intel with intel, Nvidia with Nvidia, and 

AMD, with AMD, and vice versa. 

TABLE 17: LoC(Lack of compatibility) within big machine deep learning systems BiMDLs in terms of 

device type) 

Factors ID Theory Open issues Dimensions References Tot

al of 

Ref. 

LoC (Lack 

of compatibility 

within big 

machine deep 

learning 

systems 

BiMDLs 

Computati

onal 

complexity 

theory 

Compatibility level in 

terms of Device Type (e.g., 

IBM/NVIDIA/INTEL/AMD 

etc.) / Platform 

Compatibility 

[79]; [22]; [25]; [78]; [83]; 

[144]; [126]; [93]; [80]; [36]; [151]; 

[158]; [157]; [26]; [82]; [190]; 

[100]; [118]; [24]; [105]; [64]; 

[121]; [111]; [89]; [113]; [146]; 

[37]; [85]; [87]; [35]; [103]; [59]; 

[41]; [45]; [34]; [77]; [70]; [105]; 

49 

Papers 
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(Lacking in 

terms of type of 

computer 

device) 

[71]; [60]; [54]; [5]; [56]; [49]; 

[44]; [52]; [46]; [50]; [63]. 

 

The compatibility among the deep learning techniques and how to fully discover the configuration space from 

all existing work remains an open question [82]. However, a type of graphic card is also called a display card or 

video card. A circuit board in the computer with specialized hardware optimized to display high-quality graphics 

at a high-speed rate. The better the graphic card, the greater the compatibility among big machine deep learning 

open sources. Table 18:Provides more details and a summary of the literature that indicates the compatibility level 

in terms of the type of graphic card associated with the related theory, factor, and open issue dimension. 

TABLE 18:LoC (Lack of compatibility) within big machine deep learning systems BiMDLs in terms of 

graphics and graphic card 

Factors ID Theory Open issues 

Dimensions 

References Tot

al of 

Ref. 

LoC (Lack 

of compatibility 

within big 

machine deep 

learning 

systems 

BiMDLs (In 

terms of 

graphics and 

graphic card) 

 

Computati

onal 

complexity 

theory 

Compatibility level in 

terms of Graphic card type 

and (e.g., graph-based 

optimization and 

knowledge graph) 

[22]; [25]; [78]; [84]; [93]; [80]; 

[36]; [151]; [238]; [169]; [157]; 

[39]; [26]; [82]; [100]; [105]; [64]; 

[89]; [113]; [106]; [37]; [66]; [107]; 

[35]; [98]; [81]; [103]; [59]; [53]; 

[48]; [38]; [43]; [58]; [41]; [45]; 

[34]; [108]; [77]; [70]; [40]; [74]; 

[71]; [60]; [54]; [5]; [44]; [52]; 

[46]; [50]; [63]. 

 

50 

Papers 

Furthermore, the previous work showed that the shortage is in interoperability among the big machine and 

deep learning systems is because of the open sources themselves as they have differences in terms of the mission, 

the goal, and the purpose for which it was designed[26], [82], [137].  

The lack of interoperability often rapidly testing potential various machine deep frameworks. IT will invest 

time building new ecosystems or make attempts to re-implement them within their systems[26], [229]. Table 19 

illustrates further details in terms of the lack of interoperability among BiMDLs. 

 

 

 

 

 

TABLE 19: LoC (Lack of compatibility) within big machine deep learning systems BiMDLs in terms of the 

lacking in interoperability among tools and techniques themselves. 

Factors ID Theory Open issues 

Dimensions 

References Tot

al of 

Ref. 

LoC (Lack of 

compatibility within big 

machine deep learning 

systems BiMDLs (Lacking 

inInteroperability) 

Computati

onal 

complexity 

theory 

Lack of 

Interoperability 

among BiMDLs 

frameworks 

Techniques and 

libraries. 

[79]; [77]; [157]; [263]; [124]; 

[8]; [22]; [78]; [121];[264]; [125]; 

[137]; [82]; [83]; [144]; [40]; 

[92]; [166]; [175]; [112]; [84]; 

[117]; [80]; [36]; [186]; [151]; 

[67]; [26]; [190]; [100]; [118]; 

[211]; [122]; [25]; [47]; [37]; 

[62]; [87]; [35]; [59]; [42]; [45]; 

[61]; [34]; [70]; [71]; [5]; [56]; 

51 

Papers 
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[44]; [52]; [46]. 

As shown in Table 20, Most DL-frameworks are based on CUDA and CuDNN are Non-compatible CUDA 

libraries and in both the Frameworks and CUDA 's accelerated update speed, both are often misaligned and thus 

incompatible. For example, the pre-built TensorFlow version 1.5 package requires CUDA 9.0 while the 

documentation for CUDA 8.0 is still written[22], [176] as shown in Table 6. Moreover, deep learning  approaches 

have indicated some great outcomes when all is said in done object identification and that as it may, there still stay 

principal difficulties to be tended to, especially in distinguishing o various scales [82]. 

TABLE 20: LoC Lack of compatibility within big machine deep learning systems in terms of type of 

computing platform 

Factors ID Theory Open issues 

Dimensions 

References Tot

al of 

Ref. 

LoC (Lack of 

compatibility within big 

machine deep learning 

systems BiMDLs) 

(In terms of type of 

computing platform) 

Computati

onal 

complexity 

theory 

Compatibility 

level in terms of 

parallel computing 

platform (e.g., 

Nvidia CUDA 

platform & deep 

neural network 

library CuDNN) 

[22]; [25]; [78]; [125]; [83]; 

[144]; [232]; [167]; [112]; [84]; 

[93]; [117]; [80]; [36]; [168]; 

[176]; [151]; [177]; [26]; [82]; 

[100]; [118]; [24]; [64]; [121]; 

[202]; [111]; [89]; [113]; [106]; 

[146]; [37]; [35]; [98]; [59]; [38]; 

[110]; [42]; [34]; [77]; [70]; 

[105]; [97]; [71]; [60]; [54]; [5]; 

[2]; [56]; [44]; [52]; [46]; [50]; 

[63]. 

54 

Papers 

 

 

Recently [303] have demonstrated that there are emerging requirements for the interoperability between 

previously mentioned ML and DL frameworks, such that available model files and training/serving programs 

implemented with one framework could be easily ported and reused with another framework. This is because 

using multiple frameworks is becoming a standard practice for achieving the best development results, including 

Model learning performance and programming Skills and DevOps productivity. Existing BiMDLs framework, on 

the other hand, prioritize performance and expressivity over composability and portability, making framework 

compatibility difficult.Tables21providesfurtherdetails and explanation of the compatibility level in terms of open 

sources, interfaces and libraries. 

 

 

 

 

TABLE 21: LoC (Lack of compatibility within big machine deep learning systems (Lacking in terms of open 

sources, interfaces and libraries) 

Factors ID Theory Open issues Dimensions References Tot

al of 

Ref. 

LoC (Lack 

of 

compatibility 

within big 

machine deep 

learning 

systems 

BiMDLs 

(Lacking in 

Computati

onal 

complexity 

theory 

Mismatch Level among ML 

and DL frameworks, systems, 

Techniques, and libraries. 

(e.g.Despite the fact that only 

PyTorch is directly supported, the 

sufficiency of PyTorch-to-ONNX 

model conversion (in spite its 

constraints in functionality) 

allows for model compatibility 

[79]; [22]; [25]; [78]; 

[121]; [83]; [144]; [40]; 

[84]; [80]; [36]; [186]; 

[176]; [151]; [145]; [75]; 

[26]; [82]; [100]; [118]; 

[64]; [131];[89]; [113]; 

[106]; [37]; [62]; [87]; [35]; 

[81]; [103]; [59]; [38]; [43]; 

[41]; [42]; [45]; [51]; [61]; 

56 

Papers 
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terms of open 

sources, 

interfaces and 

libraries) 

between deep learning 

frameworks. [131]). We have not 

yet established default policies 

that are suitable for all users. [89].  

[34]; [70]; [105]; [74]; [97]; 

[71]; [60]; [54]; [5]; [2]; 

[56]; [49]; [44]; [52]; [46]; 

[50]; [63] 

 

 

The CPU, GPU, and TPU differ in that the CPU handles all of the computer's logic, calculations, and 

input/output; it is a general-purpose processor. In contrast, a GPU is an additional processor used to improve the 

graphical interface and run high-end tasks. TPUs are powerful custom-built processors that are used to run 

projects built on a specific framework i.e., TensorFlow. 

• CPU: Central Processing Unit. Manage all the functions of a computer. 

• GPU: Graphical Processing Unit. Enhance the graphical performance of the computer. 

• TPU: Tensor Processing Unit. Custom build ASIC to accelerate TensorFlow projects. 

Therefore, the compatibility among big machine deep learning systems is varies based on the type of 

processor, as illustrated in Table 22. 

TABLE 22:LoC (Lack of compatibility) within big machine deep learning systems BiMDLs in terms of type 

of processor (CPUs, GPUs or TPUs) 

Factors ID Theory Open issues 

Dimensions 

References Tot

al of 

Ref. 

LoC (Lack 

of compatibility 

within big 

machine deep 

learning 

systems 

BiMDLs in 

term of type of 

processor) 

Computati

onal 

complexity 

theory 

Compatibilit

y level in terms 

of CPUs, GPU 

and TPUs) and 

their 

performance/ 

Platform 

Compatibility 

[79]; [22]; [25]; [78]; [83]; [144]; [214]; 

[84]; [93]; [80]; [36]; [168]; [176]; [151]; 

[86]; [158]; [177]; [157]; [39]; [26]; [82]; 

[100]; [118]; [24]; [105]; [64]; [121]; [111]; 

[89]; [113]; [106]; [146]; [140]; [37]; [35]; 

[98]; [81]; [103]; [59]; [48]; [38]; [110]; [58]; 

[41]; [42]; [34]; [72]; [77]; [70]; [40]; [71]; 

[60]; [54]; [5]; [2]; [56]; [49]; [44]; [52]; [46]; 

[50]; [63]. 

62 

Papers 

 

Undoubtedly, the BiMDLs framework has met with tremendous success in a broad range of fields, including 

computer vision/artificial vision, voice recognition, natural language processing, immersive comprehension, and 

the latest state-of-the-art ML DL implementations.  

Moreover, almost anywhere and the success of these technologies is attributed by the use of various layers of 

artificial neurons to its high representational capacity of input data and big data processing such as texts, Audios 

or videos). using various methods, diverse algorithms, and several neural networks to deal with these types of 

data. For instance:  

ML algorithms:SVM (Support Vector Machine), LR (Linear Regression), NB (Naïve Bayes), LR (Logistic 

Regression), K-MEAN, K-Nearest Neighbors, RF (Random Forest), DT Decision Tree. 

DL algorithms: ANN, DNNs (e.g., ImageNet, AlexNet, MNIST and CIFAR), CNNs (Its Networks: e.g., 

AlexNet, VGGNet, RestNet, Inception, and GoogleNet), RNNs, LSTMs, MLPNN, DBM, DBN. 

Therefore, to select the proper open-source for a particular mission, it must be compatible with the type of 

algorithm, type of data/dataset, and the type of neural network. Table 23 illustrates the issue dimension associated 

with its factor and the related theory supported by the related literature references. 

TABLE 23:LoC (Lack of compatibility) within big machine deep learning systems BiMDLs in terms of type 

of data inputs, algorithm and network 

Factors ID Theory Open issue Dimensions References Tot

al of 
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Ref. 

LoC (Lack 

of compatibility 

within big 

machine deep 

learning 

systems 

BiMDLs 

In terms of 

type of : 

-data inputs. 

-Algorithms 

-Networks 

Computatio

nal complexity 

theory 

-Compatibility level in different 

types of inputs (Text, Audio or 

Video) and types of ML/DL 

networks (e.g., SVM, LR, NB, K-

MEAN, RF, ANN; DNNs, RNNs, 

CNNs, GANs, LSTMs, GRUs, 

RCNN, DBNs and RBMsin terms 

of the gap between object detection 

and image processing, on the other 

hand. 

- Inconsistent tensor layouts: 

“Some operators of the target 

framework may not support the 

original input tensor layout 

(NCHW vs. NHWC. Therefore, the 

target model generator must 

carefully transpose tensors at the 

proper places, modify such 

operators’ learnable 

parameters/attributes, or even 

reimplement them to ensure 

faithfulness. 

[79]; [22]; [25]; [78]; 

[121]; [125]; [83]; [144]; 

[86]; [84]; [93]; [80]; [36]; 

[151]; [224]; [177]; [147]; 

[139]; [157]; [92]; [39]; 

[75]; [26]; [82]; [100]; 

[114]; [118]; [24]; [105]; 

[64]; [202]; [111]; [89]; 

[113]; [146]; [140]; [37]; 

[55]; [107]; [94]; [62]; [35]; 

[76]; [81]; [103]; [59]; [53]; 

[120]; [48]; [57]; [38]; [43]; 

[110]; [58]; [42]; [61]; [34]; 

[77]; [70]; [105]; [40]; [74]; 

[97]; [71]; [60]; [54]; [5]; 

[2]; [56]; [49]; [44]; [46]; 

[50]; [63]; [303] 

74 

Papers 

 

Second issue: The difficulty of code generation and conversion 

The conversion of generated code is technically feasible because most of the current ML and  DL frameworks 

take the same abstraction to represent models as similar tensor-oriented computation graphs whose syntax and 

semantics are well defined [303]. However, it is not easy due to the following major challenges:Various machine 

learning and deep learning algorithms help to improve learning performance, broaden application scopes, training, 

computing, performance accuracy and simplify the calculation process and the exceptionally long training cycle of 

the deep learning models remains a big problem for researchers [4]. Table 24 illustrates more details about code 

generation and conversion in terms of training process, computing and accuracy. 

 

 

 

 

 

 

TABLE 24: Code generation and conversion in terms of training process, computing and accuracy. 

Factors ID Theory Open 

issues 

Dimensions 

References Tot

al of 

Ref. 

LCG (Lack of 

code Generation 

&LCC (Lack of 

code conversion) 

in Big machine 

deep learning 

systems BiMDLs) 

in terms of 

Accuracy) 

Computa

tional 

complexity 

theory 

Training 

process, 

computing 

and 

Performance 

accuracy 

[79]; [22]; [83]; [40]; [117]; [36]; [137]; 

[166]; [177]; [169]; [67]; [99]; [39]; [75]; 

[114]; [131]; [127]; [102]; [25]; [113]; [47]; 

[106]; [37]; [66]; [91]; [132]; [107]; [94]; 

[90]; [96]; [62]; [69]; [35]; [76]; [81]; [103]; 

[59]; [53]; [120]; [48]; [57]; [38]; [43]; [110]; 

[58]; [41]; [42]; [45]; [73]; [68]; [51]; [61]; 

[34]; [72]; [108]; [77]; [70]; [71]; [60]; [54]; 

[5]; [56]; [49]; [44]; [52]; [46]; [50]; [63]. 

68 

Papers 
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Time-consuming, latency and performance efficiency:  as shown in Table 25: Literature reviews show that 

there is a significant increase in time-consuming and some latency occurs during the code generation and the code 

conversion process from one environment to another different environment; this affects overall performance 

efficiency. 

TABLE 25:LCG(Lack of code Generation)& LCC(Lack of code conversion) inBiMDLsin terms of Time-

Consuming 

Factors ID Theories Open issues 

Dimensions 

References Total 

of Ref. 

LCG (Lack of 

code Generation 

& LCC Lack of 

code conversion) 

in Big machine 

deep learning 

systems BiMDLs) 

in terms of Time 

Consuming) 

Coding 

theory/Compu

tational 

complexity 

theory 

Time-

consuming, 

latency and 

performance 

efficiency 

[79]; [22]; [125]; [97]; [83]; [40]; 

[86];[117]; [36]; [168]; [176]; [216]; 

[166]; [147]; [67]; [99]; [39]; [75]; [26]; 

[114]; [105]; [64]; [131]; [121]; [127]; 

[111]; [102]; [25]; [113]; [106]; [37]; 

[132]; [107]; [94]; [90]; [62]; [35]; [76]; 

[98]; [59]; [48]; [57]; [38]; [58]; [41]; 

[42]; [45]; [73]; [68]; [51]; [34]; [156]; 

[72]; [108]; [70]; [74]; [71]; [54]; [5]; 

[56]; [49]; [44]; [52]; [46]; [50]; [63]. 

66 

Papers 

There are obvious discrepancies in big machine deep learning lifecyclein both the computation graph 

constructs and supported features between BiMDLs frameworks [303]. Additionally, the exceptionally long 

training cycle of the deep learning models remains a big problem for researchers [4]. Table 26Provides more 

details and a summary of the literature that indicates the training life-cycle of machine learning and deep learning 

models. 

TABLE 26: Provides more details and a summary of the literature that indicates the training life-cycle of 

machine learning and deep learning models. 

Factors ID Theorie

s 

Open 

issues 

Dimensions 

References Tot

al of 

Ref. 

LCG (Lack of 

code Generation) & 

LCC (Lack of Code 

conversion) in Big 

machine deep 

learning systems) 

in terms of 

BiMDLs life-cycle) 

Coding 

theory/Co

mputationa

l 

complexity 

theory 

Training 

life-cycle of 

machine 

learning and 

deep 

learning 

models. 

[79]; [22]; [125];  [97]; [83]; [40]; [36]; 

[203]; [186]; [166]; [147]; [67]; [99]; [39]; 

[75]; [82]; [191]; [100]; [114]; [118]; [102]; 

[25]; [47]; [146]; [37]; [85]; [55]; [107]; 

[90]; [96]; [62]; [69]; [87]; [35]; [76]; [81]; 

[59]; [53]; [120]; [48]; [57]; [38]; [58]; [39]; 

[42]; [45]; [88]; [73]; [68]; [51]; [61]; [34]; 

[77]; [70]; [74]; [71]; [60]; [54]; [5]; [49]; 

[44]; [52]; [50]; [63]. 

 

64 

Papers 

Code generation - Codebase accessibility- error-prone code and code quality: The source model syntax 

encoded in the file can be quite different and complicate to that expressed by developers in the original training 

program due to framework optimization or runtime execution model. This makes semantic comprehension much 

harder and results in conversion failure or a non-optimal target model. [303]. For instance, TensorFlow translates 

neural network layers to low-level optimized tensor operations. Another example is that the PyTorch model file 

stores a dynamic computation graph defined by a real run, which could lose the conditional or loop information in 

code. Hence, reverse syntax transformation to recover the original ML or DL constructs is needed for the source 

model. Table 27 Provides more details and a summary of the literature that indicates the lacking in code 

Generation itself and its quality) 

TABLE 27: LCG (Lack of code Generation) &LCC (Lack of Code conversion) in terms of(the Lacking in 

code Generation itself and its quality) 

Factors ID Theorie

s 

Open 

issues 

Dimensions 

References Tot

al of 

Ref. 

LCG (Lack of code Coding Code [79]; [22]; [97]; [125]; [137];[83]; 62 
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Generation) & LCC 

(Lack of Code 

conversion) in Big 

machine deep learning 

systems (BiMDLs) in 

terms of 

(the Lacking in code 

Generation itself and its 

quality) 

theory/Co

mputationa

l 

complexity 

theory 

generation - 

Codebase 

accessibility- 

error-prone 

code and 

code quality. 

[40];[166]; [92]; [117]; [36]; [138]; 

[212]; [216]; [100];  [158]; [145]; [67]; 

[75]; [26]; [82]; [191]; [190]; [114]; 

[118]; [105]; [131]; [121]; [127]; [102]; 

[25]; [106]; [37]; [107]; [62]; [35]; [76]; 

[103]; [59]; [120]; [48]; [38]; [43]; [58]; 

[39]; [41]; [45]; [68]; [51]; [34]; [108]; 

[77]; [70]; [60]; [54]; [5]; [56]; [49]; 

[44]; [52]; [46]; [50]. 

Papers 

Furthermore, based on table 28, and since several implementations are available, modifications to a current 

algorithm can not necessarily be applied on the same method as the original, such as when introducing a new 

object detection algorithm, benchmarking it against a standard algorithm in this area, Faster R-CNN, implemented 

in Caffe / caffe2 is normal [26]; [304]. Sometimes, a fair analogy is only necessary if the latest idea is also applied 

in Caffe / caffe2, but the simplicity of using a deep learning system is limited.  

On the contrary, in the time of using a specific system, the head-to-head analysis contributes to output 

uncertainty: It is impossible to assess how much of it stems from algorithmic improvements vs. that from the 

actual application, and this lack of interoperability also impedes researchers from quickly evaluating proposed 

new models in different deep learning frameworks. They will either expend time building different systems or 

attempt to re-implement them within their system. [26]. 

TABLE 28: LCG (Lack of code Generation) &LCC (Lack of Code conversion) in terms of the implementation 

process 

Factors ID Theorie

s 

Open 

issues 

Dimensions 

References Tot

al of 

Ref. 

LCG (Lack of code 

Generation) & LCC 

(Lack of Code 

conversion) in Big 

machine deep learning 

systems BiMDLs) 

(Lack of code 

Generation & conversion 

in terms of 

implementation process) 

(Cost should be 

economical) 

Coding 

theory 

/Computati

onal 

complexity 

theory/Tra

nsaction 

cost 

economics 

(TCE) 

Impleme

ntation 

Time, 

Implementat

ion cost 

Benchmark 

test and the 

(parallel 

computing 

total cost) 

[79]; [22]; [125]; [83]; [40]; [117]; 

[36]; [168]; [138]; [216]; [166]; [158]; 

[67]; [99]; [75]; [26]; [114]; [118]; [105]; 

[64]; [131]; [89]; [102]; [25]; [47]; [106]; 

[37]; [132]; [62]; [35]; [76]; [59]; [53]; 

[48]; [57]; [38]; [58]; [39]; [41]; [45]; 

[73]; [68]; [51]; [61]; [34]; [156]; [71]; 

[5]; [44]; [52]; [46]; [50]; [63], 

[212];[186]; [72] 

56 

Papers 

Deep Learning (DL), a new class of machine learning algorithms that aims to learn multiple levels of 

representation and abstraction that aid in inferring knowledge from data sources such as multimedia data (e.g., 

text, image, audio, and video), has recently made astounding advances in machine vision, speech recognition, 

multimedia analysis, and drug design. While current tools such as Theano, Torch/PyTorch, Caffe/Caffe2, 

Computational Network Toolkit (CNTK), and TensorFlow are efficient in their respective domains, they are 

essentially application libraries with some inherent limitations. They are basically application libraries with some 

limitations. Like all programming libraries, the DL libraries have fixed bindings for key data structures such as 

tensors and tensor-related computations. Users must adhere to the data structure, limiting their ability to perform 

application-specific optimization or port it to target runtime platforms. The internal representation of their control 

flow logic is not visible to users. [138]. 

CNTK and TensorFlow, for example, represent DL network computation using directed acyclic graphs and 

generate runtime binaries from the graphs. However, because these graphs are not intended for user-level access, 

the runtime platforms of DL applications are restricted to what the libraries provide.Generally, current libraries 

must be built for the platforms for which they are created, which can be difficult on Windows platforms. 

Furthermore, changing the implementation of specific layers or data structures is difficult without a thorough 

understanding of the underlying implementation. This reduces their reusability and portability. Therefore, to 

address these limitations we present BiMDLs model to provide (1) intuitive constructs to support deep network 
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compact encoding; (2) symbolic gradient derivation of the networks; and (3) static analysis for memory 

consumption and error detection. 

For a better understanding of the difficulty of code generation and conversionproblem, we can provide this 

example: Google developed and supports TensorFlow whereas PyTorch developed by Facebook AI Research lab 

(FAIR), Let's assume that there is a software problem in Google (TensorFlow) related to question answering, and 

the researcher who wants to handle this problem belongs to FAIR which owns ( PyTorch), then, certainly, in this 

case, the researcher have to convert his entire code from PyTorch to TensorFlow just to handle one single problem 

as the two codes are different, this will lead to consuming a lot of time, more researcher suffering during coding 

and more cost. 

Furthermore, while Python is the most widely used programming language in data science and parallel 

computing, C++, Java, and Julia are also used in some cases.  

However, another limitation regarding code conversion is that the BiMDLs frameworks and their libraries do 

not generate Java source code, this leads to incurring lengthy start-up time That will replicate the same pre-

processing steps every time a BiMDLs system is begun and the Java software created also has minimal 

dependencies and can operate on all major operating systems like Windows, macOS, and Linux without any 

changes or rebuild. The lack of these two advantages makes DL frameworks less portable than other techniques 

[137]. 

Furthermore, since it is not compilation-based BiMDLs frameworks and their libraries statically and analyzing 

memory consumption for determining deep Learning network whether run on a computer platform without 

actually deploying the code and the Java program generated is easy to debug with an IDE such as Eclipse or 

IntelliJ, where users can set breakpoints and inspect intermediate results, which is very difficult for most DL 

libraries which we already know [137]. Table 29provides further details in terms of BiMDLs complexity aspects. 

TABLE 29: LCG (Lack of code Generation) &LCC (Lack of Code conversion) in terms of Tensor 

dimensions, Language type,coding, encoding, decoding andEncryption complexity 

Factors ID Theorie

s 

Open 

issues 

Dimensions 

References Tot

al of 

Ref. 

LCG (Lack of code 

Generation) & LCC (Lack 

of Code conversion) in Big 

machine deep learning 

systems BiMDLs) in terms 

of the Lack of code 

conversion. 

 

Coding 

theory/Co

mputationa

l 

complexity 

theory 

Code 

conversion, 

Code 

duplication 

and Code 

Importing/C

ode 

Exporting 

[79]; [125]; [83]; [40]; [166]; 

[92]; [176]; [216]; [158]; [67]; [75]; 

[26]; [191]; [100]; [118]; [24]; [105]; 

[131]; [89]; [102]; [37]; [55]; [35]; 

[98]; [103]; [59]; [120]; [48]; [38]; 

[58]; [39]; [68]; [51]; [34]; [77]; [70]; 

[5]; [56]; [44]; [52]. 

 

40 

Papers 

LCG (Lack of code 

Generation) & LCC (Lack 

of Code conversion) in Big 

machine deep learning 

systems BiMDLs) in terms 

of the Lack of Encoding. 

Coding 

theory/Co

mputationa

l 

complexity 

theory 

Encoding

/Decoding 

complexity 

[79]; [125];[137];[83]; [40]; 

[166]; [92]; [126]; [167]; [117]; 

[145]; [99]; [75]; [191]; [190]; [114]; 

[131]; [122]; [102]; [113]; [37]; [55]; 

[62]; [35]; [76]; [81]; [53]; [120]; 

[48]; [38]; [58]; [39]; [41]; [45]; [68]; 

[51]; [34]; [77]; [74]; [5]. 

 

40 

Papers 

LCG (Lack of code 

Generation) & LCC (Lack 

of Code conversion) in Big 

machine deep learning 

systems BiMDLs in terms of 

language type and language 

mismatch). 

Coding 

theory/Co

mputationa

l 

complexity 

theory 

Type of 

programmin

g language 

(Difficulty 

of JAVA 

code 

generation) 

[79]; [22]; [125]; [83]; [138]; 

[137]; [212]; [39]; [75]; [82]; [191]; 

[114]; [131]; [102]; [25]; [35]; [59]; 

[38]; [41]; [42]; [45]; [34]; [54] 

23 

Papers 

LCG (Lack of code 

Generation) & LCC (Lack 

Coding 

theory/Co

Encrypti

on 

[79]; [22]; [125]; [97]; [83]; [40]; 

[166]; [92]; [36]; [75]; [191]; [122]; 

19 

Papers 
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of Code conversion) in Big 

machine deep learning 

systems BiMDLs) in terms 

of the difficulty of 

encryption) 

mputationa

l 

complexity 

theory 

complexity [102]; [37]; [35]; [39]; [34]; [108]; 

[49] 

 

High computational complexity: This category identifies the deep learning algorithm complexity. While 

Deep neural networks (DNNs) can achieve state-of-the-art accuracy on many AI task levels of accuracy, it comes 

at the expense of a high computational complexity level [46].  

However, flaws in deep neural networks' long training algorithm phase make them vulnerable to adversarial 

samples: adversaries' crafted inputs with the intent of causing deep neural networks to misclassify; this leads to 

makes it difficult to control the building of the code with the necessary flexibility [141].  

Thus, this process becomes more complicated when converting the code to a different environment, especially 

when using a framework other than the one used to generate the original code, Table 30 provides further details in 

terms of algorithm complexity whether for ML or DL algorithm. 

TABLE 30: LCG (Lack of code Generation) &LCC (Lack of Code conversion) in terms ofML and 

DLalgorithm complexity 

Factors ID Theorie

s 

Open 

issues 

Dimensions 

References Tot

al of 

Ref. 

LCG (Lack of code 

Generation) & LCC 

(Lack of Code 

conversion) in Big 

machine deep learning 

systems BiMDLs) in 

terms of ML &DL 

Algorithm Complexity) 

Coding 

theory/Co

mputationa

l 

complexity 

theory 

Type of 

deep learning 

algorithm. 

And 

Type of 

machine 

learning 

algorithm 

[79]; [22]; [125]; [97]; [83]; [144]; 

[40]; [212]; [75];  [127]; [25]; [37]; [35]; 

[76]; [81]; [103]; [59]; [53]; [120]; [48]; 

[38]; [43]; [110]; [58]; [39]; [42]; [61]; 

[34]; [70]; [71]; [60]; [54]; [5]; [56]; 

[49]; [44]; [52]; [46]; [50]; [63]; [99]; 

[144]; [67]; [191]; [122]; [102];[47];[94]; 

[90]; [96]; [62]; [57]; [41]; [68]; [51]. 

55 

Papers 

Third issue:The Lack of benchmarks 

In the software systems world, benchmarks [11] are known techniques that are usually used to link 

relationships between different frameworks and to tackle this problem, a series of benchmarks were developed, 

each of these benchmarks cantered on a common group of large data frameworks, and multiple benchmarking 

initiatives focused on analysing and contrasting multiple frameworks. Lack of benchmarks among BiMDLs is 

simply because of the lack of benchmarks among the frameworks themselves [86].The benchmark helps the 

researcher to compare performance within the framework as well as between-frameworks. [265]. 

The table 31illustrates various results of a comprehensive review in several factors and dimensions supported 

by the related theories. BiMDLs models have recently arisen and become increasingly common, and several 

research efforts have begun to suggest benchmarking structures in this area. However, deep Learning frameworks 

and their related systems are in high demand for benchmarking [86] ; [11], [71], [168]; [219]. That being said, it is 

substantially more complex and impossible to successfully benchmark machine / deep learning tech applications 

and systems than conventional performance-driven benchmarks and this is since deep learning systems are driven 

by large data are fundamental [219]; [86];[305]. That being said, it is substantially more complex and impossible 

to successfully benchmark machine / deep learning tech applications and systems than conventional performance-

driven benchmarks and this is since deep learning systems are driven by large data are fundamentally both 

computation-intensive and data-intensive, needing intelligent convergence of massive data parallelism and major 

computation parallelism at all levels of deep learning architecture. 

Therefore, this paper rethinks the problems of BiMDLs benchmarking software frameworks where many 

machine learning and several deep learning benchmarks have been raised [133], [168], [306], [307].From their in-

depth studies, they outlined three observations: (First) the machine deep learning systems are designed for their 

default configuration settings, and for other datasets, the default configuration optimized on one particular dataset 

may not work effectively. (Second) When another DL system is used to practice on the same dataset, the default 
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setup configured for one frame to practice on a data set may not fit well. (Third) Different DL frameworks display 

different levels of robustness against opponent examples and so it is [141]. 

TABLE 31: LoB(Lack of benchmarks within Big machine deep learning systems BiMDLs) 

In terms of input data, dataset type, Data parallelism,data capacity, data points and dimensions 

Factors ID Theor

y 

Open issues 

Dimensions 

References Tot

al of 

Ref. 

LoB (Lack 

of benchmarks 

within Big 

machine deep 

learning 

systems 

BiMDLs) 

In terms of 

input data and 

dataset type 

Comp

lexity 

theory 

Dataset’s type 

Big data type 

[217]; [26]; [60]; [11]; [133]; [54]; 

[5]; [141]; [134]; [148]; [86]; [149]; 

[142]; [143]; [101]; [40]; [117]; [36]; 

[169]; [139]; [67]; [92]; [39]; [75]; 

[105]; [61]; [102]; [25]; [113]; [47]; 

[106]; [37]; [66]; [132]; [107]; [94]; 

[69]; [87]; [35]; [76]; [98]; [103]; [53]; 

[120]; [38]; [43]; [58]; [45]; [73]; [51]; 

[34]; [72]; [108]; [77]; [78]; [70]; [97]; 

[71]; [2]; [56]; [49]; [44]; [52]; [46]; 

[50]; [63]. 

66 

Papers 

Factors ID Theor

y 

Open issues 

Dimensions 

References Tot

al of 

Ref. 

LoB (Lack 

of benchmarks 

within Big 

machine deep 

learning 

systems 

BiMDLs) 

In terms of 

Data 

parallelism. 

Comp

lexity 

theory 

Data parallelism vs 

major computation 

parallelism intelligence 

convergence needed at all 

levels of ML & DL 

architecture “Processing 

time and convergence rate 

are two main factors that 

users concern when 

training a deep learning 

model’. 

[26]; [60]; [106]; [5]; [11]; [133]; 

[54]; [141]; [134]; [148]; [86]; [149]; 

[142]; [143]; [101]; [40]; [126]; [84]; 

[93]; [36]; [168]; [176]; [8]; [169]; 

[67]; [92]; [99]; [39]; [75]; [82]; [178]; 

[114]; [118]; [105]; [64]; [111]; [25]; 

[47]; [37]; [87]; [35]; [76]; [81]; [59]; 

[53]; [38]; [42]; [51]; [61]; [34]; [72]; 

[77]; [2]; [56]; [49]; [44]; [52]; [50]; 

[63] 

59 

Papers 

Factors ID Theor

y 

Open issues 

Dimensions 

References Tot

al of 

Ref. 

LoB (Lack 

of benchmark 

within Big 

machine deep 

learning 

systems 

BiMDLs) 

In terms of 

data points 

and 

dimensions 

Comp

lexity 

theory 

Data points and 

dimensions that used to 

evaluate systems. 

[26]; [60]; [11]; [133]; [54]; [5]; 

[141]; [134]; [148]; [86]; [149]; [142]; 

[143]; [101]; [40]; [93]; [70]; [36]; 

[145]; [92]; [99]; [39]; [178]; [100]; 

[114]; [121]; [89]; [25]; [126]; [47]; 

[37]; [66]; [85]; [55]; [107]; [94]; [35]; 

[76]; [98]; [59]; [53]; [120]; [38]; [43]; 

[110]; [58]; [51]; [34]; [77]; [97]; [71]; 

[56]; [49]; [44]; [52]; [46]; [50]; [63]. 

58 

Papers 

Factors ID Theor

ies 

Open issues 

Dimensions 

References Tot

al of 

Ref. 

LoB (Lack 

of benchmark 

within Big 

machine deep 

Comp

lexity 

theory/ 

Dataset’s size [217]; [26]; [106]; [11]; [133]; [5]; 

[141]; [134]; [148]; [86]; [149]; [142]; 

[143]; [40]; [36]; [169]; [139]; [67]; 

[92]; [39]; [64]; [61]; [89]; [47]; [146]; 

55 

Papers 
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learning 

systems) 

(Lack of 

BiMDLs 

benchmarking 

in terms of the 

data capacity. 

 [37]; [66]; [85]; [107]; [94]; [69]; [87]; 

[35]; [76]; [53]; [38]; [43]; [58]; [39]; 

[45]; [73]; [51]; [34]; [77]; [70]; [60]; 

[54]; [2]; [56]; [49]; [44]; [52]; [46]; 

[50]; [63] 

As presented in table 32, In the benchmark process, Precision is about how close measure values are to each 

other, basically how many decimal places are at the end of a given measurement, so Precision does matter. 

Accuracy is how close a measured value is to the actual value. So, accuracy does matter too, but it is best when 

measurements are both precise and accurate.  

Therefore, due to the lack of compatibility among BiMDLs interfaces and libraries, there is, in many cases, a 

lack of precision and accuracy measurements, and the results are divergent in most benchmark tests. However, 

failure to understand the tension between Precision and accuracy can have profound adverse effects on how one 

processes data, and the final outcome of parallel computing for big data Figure (5) shows the relationship between 

Precision and accuracy. 

 

 

TABLE 32:LoB (Lack of benchmarks within Big machine deep learning systems BiMDLs) in terms 

ofAccuracy and Precision 

Factors ID Theory Open 

issues 

Dimensi

ons 

References Tot

al of 

Ref. 

LoB (Lack 

of benchmarks 

within Big 

machine deep 

learning 

systems 

Complex

ity theory 

Precis

ion vs. 

Accuracy 

[22]; [239]; [11]; [54]; [266]; [218]; [213]; [26]; 

[60]; [133]; [5]; [141]; [134]; [148]; [86]; [149]; 

[142]; [143]; [101]; [40]; [192]; [187]; [70]; [36]; 

[177]; [92]; [82]; [61]; [102]; [25]; [47]; [106]; [37]; 

[66]; [91]; [85]; [107]; [94]; [96]; [35]; [76]; [59]; 

[53]; [48]; [43]; [58]; [39]; [42]; [73]; [51]; [61]; 

60 

Papers 
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BiMDLs) 

In terms of 

outcome 

precision 

[34]; [77]; [56]; [49]; [44]; [52]; [46]; [50]; [63]. 

Moreover, the lack of benchmarks among the frameworks/techniques themselves: Refer to table 33, the seven 

vital characteristics of BiMDLs benchmarks are: 1) Relevance: Benchmarks should measure essential features. 2) 

Representativeness: Benchmark performance metrics should be broadly accepted by industry and academia. 3) 

Equity: All systems should be pretty compared. 4) Repeatability: Benchmark results should be verifiable. 5) Cost-

effectiveness: Benchmark tests should be economical (e.g., Energy cost). 6) Scalability: Benchmark tests should 

measure from a single server to multiple servers. 7) Transparency: Benchmark metrics should be readily 

understandable. 

TABLE 33: LoB (Lack of benchmark within Big machine deep learning systems) 

Factors ID Theories Open issues 

Dimensions 

References Tot

al of 

Ref. 

LoB (Lack of 

benchmark within Big 

machine deep learning 

systems) 

(Lack of BiMDLs 

benchmarking) in 

terms of 

benchmarkingvital 

characteristics 

Complexit

y theory/ 

Transaction 

cost 

economics 

(TCE) 

 

1) Irrelevance. 

2) 

Unrepresentative 

3) 

Inequity/Imbalance 

4) Unrepeatability 

5) Uneconomical 

6) lack of 

scalability 

7) lacking in 

transparency/Opacity 

[86]; [11]; [265]; [213]; [71]; 

[217]; [26]; [60]; [133]; [54]; [5]; 

[141]; [134]; [148]; [137]; [144]; 

[149]; [142]; [143]; [83]; [101]; 

[40]; [92]; [166]; [175]; [112]; 

[84]; [70]; [36]; [22]; [39]; [82]; 

[190]; [118]; [64]; [25]; [106]; 

[37]; [87]; [35]; [81]; [59]; [41]; 

[42]; [45]; [61]; [34]; [77]; [71]; 

[56]; [49]; [44]; [52]; [46]; [50]; 

[63]. 

56 

Papers 

 

While there are some current BiMDLs benchmarking activities, most of them concentrate on researching 

various CPU-GPU configurations and their effect on common datasets on specific DL frameworks. [86], [106], 

[225]. And also a few efforts and studies have addressed the performance of DNNs training holistically yet 

provides an in-depth look at layer-wise performance for different DNNs [225]. On the other hand, [281] 

conducted a review with distributed machine learning algorithms in which Apache Flink and Apache Spark 

implemented mathematically equivalent versions of these and it is derived from the literature review with up to 4 

trillion data points with 100 million dimensions were used to evaluate systems. 

The study contrasted the effects of both systems with single-node implementation success to place the 

scalability at the core of the analysis. While the results indicated that the systems are configurable, they are 

inefficient in the case of high dimensional data in question and so it is. In addition, there are a few other studies 

conducted in this regards, for instance; the DeepBench project [86] Focuses on simple benchmarking operations in 

neural networks such as dense matrix multiplications, convolutions, and coordination utilizing several tools and 

different neural network libraries; DAWNBench [106] is also a standard for end-to-end deep learning model 

training to reach goal precision utilizing deep learning tools like TensorFlow and PyTorch utilizing 3 CIFAR10, 

ImageNet and SQuAD datasets and all of them are important for DL method. [149]. Table 34 provides various 

aspects of lack of benchmarks within BiMDLs. 

TABLE 34: Lack of benchmarks within BiMDLs in terms of DL algorithm, model, and ANN libraries 

Factors ID Theories Open issues Dimensions References Tot

al of 

Ref. 

LoB (Lack of 

benchmark within 

Comple

xity theory/ 

Benchmarking in ANN 

(e.g., in DeepBench project) 

[26]; [60]; [106]; [11]; 

[133]; [54]; [5]; [141]; [134]; 

52 

Papers 
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Big machine deep 

learning systems) 

(Lack of 

BiMDLs 

benchmarking) 

ANN and Deep 

learning algorithm. 

 And RNN, R-CNN, used, 

dense matrix multiplications, 

convolutions, and 

coordination). 

[148]; [86]; [149]; [142]; [143]; 

[101]; [40]; [175]; [93]; [70]; 

[36]; [139]; [92]; [39]; [75]; 

[82]; [118]; [64]; [131]; [127]; 

[111]; [102]; [25]; [55]; [107]; 

[90]; [62]; [35]; [76]; [81]; 

[103]; [57]; [58]; [42]; [34]; 

[77]; [74]; [49]; [44]; [52]; 

[46]; [50]; [63]. 

Factors ID Theory Open issues Dimensions References Tot

al of 

Ref. 

LoB (Lack of 

benchmark within 

Big machine deep 

learning systems) 

(Lack of 

BiMDLs 

benchmarking) in 

terms of End-to-end 

deep learning model 

and ANN libraries 

Comple

xity theory/ 

 

End-to-end deep learning 

model and ANN libraries (e.g., 

DAWNBench) have 

demonstrated that there is a 

lack of standard evaluation 

criteria). As a result of the lack 

of standard evaluation criteria, 

a set of poorly understood 

trade-offs exists. 

[26]; [60]; [106]; [11]; 

[133]; [54]; [5]; [141]; [134]; 

[148]; [86]; [149]; [142]; [143]; 

[101]; [40]; [70]; [36]; [169]; 

[92]; [99]; [100]; [94]; [90]; 

[35]; [76]; [120]; [43]; [110]; 

[58]; [39]; [42]; [34]; [77]; 

[56]; [49]; [44]; [52]; [46]; 

[50]; [63] 

41 

Papers 

Table 35 provides several benchmarking issues aspects. Here few concerns of the performance of deep 

Learning systems and other is libraries under the assumption of the same datasets, methods, hardware: model 

performance (mean model accuracy) and run-time performance (mean training/inference speed) [22]. 

Considerable effort has been made by the DL community to benchmark and compares the runtime performance of 

various frameworks and libraries of interest and recent years have seen the introduction of a non-exhaustive set of 

benchmarks. The contrast of the most famous deep learning systems such as , TensorFlow, CNTK, PyTorch, 

Caffe2, Chainer, Theano, MXNet), with and without wrapper libraries such as Keras or Gluon and so those are 

[239]; [218], [266]; [240]; [219]; [305]. Also, Keras back-ends monitoring [22], [167], [217], [241]. Here, the 

comparison which has Java API related is still missing [137], [138], among others.DL frameworks with various 

methods and benchmarking are one of them  [242] or LSTMs [18]”. 

Furthermore, variety of deep Learning frameworks such as configuration, multi-node code migration, 

accessibility, GitHub popularity, efficiency, memory usage, and scalability [176], [239]. Moreover comparing 

Caffe2 against PyTorch) and the result showed that it is tough in comparison with PyTorch [308].The 

consequences of the above benchmarks show comparable exactness for about all structures, while the exhibition 

of the runtime can here and there shift and then again, as usual, it is regularly hard to survey the amount of this 

distinction is because of the structures themselves and what amount is expected specifically to the best possible 

usage of the model [22]. In a specific circumstance, there shouldn't be a major contrast in runtime execution on a 

basic level since most structures utilize the equivalent basic cuDNN natives and it is critical to recall that there is 

no reasonable champ for all use cases because of the affectability of systems and issue settings to various 

decisions [219]. It is found very difficult to compare different methods in the current separated status. [309].  

As matter of fact, big machine/deep Learning systems have nothing in common except certain parallels at a 

broad level and sole proposes its API, execution engine representation, and optimizations, in other meaning , there 

is a lack of compatibility among these systems [303]; [26]. This complexity also derives from the desire to address 

a particular range of issues and then attempt to generalize as an afterthought, hampering interoperability, 

implementation of strategies, and reusability [26]. These technologies are recent and still evolving. Besides, we 

may assume that benchmarking is known as an important method for testing database structures for improved 

comprehension [11], [310], respectively. Thus far, few work attempts have tried to address the benchmark 

machine or deep learning systems problem. 

Furthermore, The absence of benchmarks for the machine or deep learning architectures, despite it is in high 

demand, brings us to another similar problem, and the selection of the proper M / D learning framework for the 

suitable applications is widely recognized as a daunting task for many researchers, developers and domain 

scientists [71], [311]. Moreover, since the ML and DL frameworks are increasingly present, space information 

isn't sufficient to manage complex issues and it presents a major test for information mining adventures in figuring 
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out which assets to pick from the plenty of stages, databases, programming and arrangements from unique AI and 

profound learning client bunches in various pertinent fields [22]. 

TABLE 35: LoB(Lack of benchmark within BiMDLs) in terms of configurations and technical process, APIs 

with AI, Runtime Performance comparison, algorithm complexity, structures and reality 

Factors ID Theories Open issues Dimensions References Total 

of Ref. 

LoB (Lack of 

benchmark within 

Big machine deep 

learning systems 

BiMDLs) in terms 

of configurations 

and technical 

process 

Complex

ity 

theory/ 

 

Difficulty of benchmark in 

terms of configuration, 

multi-node code migration, 

accessibility, GitHub 

popularity, efficiency, 

memory usage, and 

scalability 

[241]; [242]; [18]; [239]; [209]; 

[213]; [26]; [60]; [106]; [11]; [133]; 

[54]; [5]; [141]; [134]; [148]; [86]; 

[149]; [142]; [143]; [101]; [40]; 

[112]; [93]; [70]; [36]; [158]; [177]; 

[157]; [92]; [39]; [82]; [118]; [121]; 

[111]; [25]; [102]; [37]; [35]; [76]; 

[120]; [42]; [51]; [34]; [77]; [71]; 

[56]; [49]; [44]; [52]; [50]; [63] 

52 

Papers 

Factors ID Theory Open issues Dimensions References Total 

of Ref. 

LoB (Lack of 

benchmark within 

Big machine deep 

learning systems) 

(Lack of BiMDLs 

benchmarking in 

terms of APIs 

with Artificial 

intelligence AI 

systems 

Complex

ity 

theory/ 

 

The comparison which has 

Java APIs related (AI 

frameworks with their 

various methods and 

libraries one of them) is 

still missing among others. 

[217]; [167]; [267]; [241]; [242]; 

[18]; [60]; [106]; [11]; [133]; [54]; 

[5]; [141]; [134]; [148]; [86]; [149]; 

[142]; [143]; [101]; [40]; [84]; [36]; 

[137]; [145]; [92]; [75]; [105]; [64]; 

[122]; [89]; [102]; [25]; [47]; [37]; 

[85]; [87]; [35]; [59]; [38]; [110]; 

[41]; [42]; [45]; [51]; [34]; [77]; 

[71]; [56]; [44]; [52]; [46]. 

52 

Papers 

Factors ID Theory Open issues Dimensions References Total 

of Ref. 

LoB (Lack of 

benchmark within 

Big machine deep 

learning systems) 

(Lack of BiMDLs 

benchmarking) in 

terms of Runtime 

Performance 

comparison. 

Complex

ity 

theory/ 

 

Runtime performance 

comparison of the various 

AI Frameworks, Libraries, 

and systems 

[26]; [11]; [133]; [54]; [5]; [141]; 

[134]; [148]; [86]; [149]; [142]; 

[143]; [101]; [40]; [36]; [168]; 

[158]; [147]; [92]; [39]; [75]; [100]; 

[105]; [64]; [89]; [102]; [25]; [106]; 

[37]; [94]; [87]; [35]; [38]; [110]; 

[41]; [42]; [61]; [34]; [77]; [70]; 

[74]; [97]; [71]; [60]; [2]; [49]; 

[44]; [52]; [46]; [50]; [63] 

51 

Papers 

Factors ID Theory Open issues Dimensions References Total 

of Ref. 

LoB (Lack of 

benchmark within 

Big machine deep 

learning systems 

BiMDLs) in terms 

of algorithm 

complexity 

Complex

ity 

theory/ 

 

Type of ML and DL 

algorithm and the issue of 

complexity 

[26]; [60]; [106]; [11]; [133]; [54]; 

[5]; [141]; [134]; [148]; [86]; [149]; 

[142]; [143]; [101]; [40]; [93]; [70]; 

[36]; [22]; [92]; [100]; [25]; [47]; 

[37]; [62]; [35]; [38]; [43]; [58]; 

[34]; [77]; [74]; [71]; [56]; [49]; 

[44]; [52]; [46]; [50]; [63] 

41 

Papers 

Factors ID Theory Open issues Dimensions References Total 

of Ref. 

LoB(Lack of 

benchmark within 

Big machine deep 

learning systems 

BiMDLs) in terms 

of Benchmarking 

structures 

 

Complex

ity 

theory/ 

 

Benchmarking structures 

and Benchmarking 

procedures 

[240]; [219]; [22]; [213]; [60]; 

[220]; [26]; [106]; [11]; [133]; [54]; 

[5]; [141]; [134]; [148]; [86]; [149]; 

[142]; [143]; [101]; [40]; [175]; 

[93]; [70]; [36]; [92]; [99]; [25]; 

[37]; [59]; [39]; [34]; [77]; [56]; 

[44]; [52]; [46]; [50]; [63] 

39 

Papers 

Factors ID Theory Open issues Dimensions References Total 
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of Ref. 

LoB (Lack of 

benchmark within 

Big machine deep 

learning systems 

BiMDLs) in terms 

of reality 

 

Complex

ity 

theory/ 

 

Absence in reality and 

practice, despite ML/DL 

benchmark is in High 

demand. 

[26]; [60]; [11]; [133]; [54]; [5]; 

[141]; [134]; [148]; [86]; [149]; 

[142]; [143]; [101]; [40]; [36]; [22]; 

[39]; [37]; [35]; [42]; [51]; [34]; 

[77]; [56]; [63] 

26 

Papers 

Fourth issue: Difficulty of selecting the proper framework 

This issue is the vital problem in this study, and it comes as a logical consequence of the three open issues that 

have been discussed above.  However, there is a need for more efforts to aid in select the appropriate BiMDLs 

framework todiscover the following deep learning hot open issues from evolution of the frameworks. This sub-

section included several aspects shown in table 36: 

TABLE 36: Difficulty of choosing the proper framework among BiMDLs Systems & libraries 

Factor ID Related 

theory 

Dimensions & open 

issues 

References Tot

al of 

Ref. 

(DoS) Difficulties 

of selecting the 

right framework 

among BiMDLs 

in terms of 

complexity 

Complex

ity theory 

Complexity of existing 

BiMDLs algorithms 

[112]; [22]; [74]; [26]; [170]; [160]; 

[124]; [161]; [162]; [163]; [61]; [159]; 

[86]; [164]; [172]; [64]; [138]; [173]; 

[101]; [40]; [175]; [126]; [84]; [93]; 

[80]; [36]; [29]; [147]; [145]; [67]; [99]; 

[79]; [75]; [178]; [100]; [114]; [118]; 

[64]; [211]; [111]; [89]; [25]; [47]; [37]; 

[85]; [107]; [90]; [96]; [35]; [103]; [59]; 

[53]; [57]; [38]; [43]; [58]; [39]; [41]; 

[42]; [45]; [88]; [51]; [34]; [72]; [77]; 

[97]; [71]; [5]; [49]; [44]; [52]; [46]; 

[50]; [63]; [210] 

75 P 

(DoS) Difficulties 

of selecting the 

right framework 

among BiMDLs 

in terms of 

concept and 

structure 

understanding 

Complex

ity theory 

The difficulty of 

understanding data 

structure and algorithm: 

Since most algorithms 

and some data can be 

challenging to 

comprehend for those 

who do not have a solid 

background in BiMDLs 

or the distributed 

systems, finding the 

correct parameters can 

be a big challenge. 

[112]; [22]; [74]; [61]; [26]; [170]; 

[171]; [160]; [124]; [161]; [162]; [163]; 

[159]; [86]; [164]; [172]; [64]; [138]; 

[173]; [101]; [40]; [175]; [126]; 

[169[80]; [36]; [115]; [29]; [139]; [92]; 

[99]; [75]; [11]; [25]; [47]; [119]; [37]; 

[85]; [55]; [90]; [35]; [76]; [59]; [57]; 

[38]; [43]; [110];]; [58]; [39]; [41]; [42]; 

[68]; [51]; [34]; [77]; [78]; [5]; [56]; 

[49]; [44]; [52]; [46]; [50] 

63 P 

(DoS) Difficulties 

of selecting the 

right framework 

among 

BiMDLsin terms 

of training model 

training 

Complex

ity theory 

Mismatching in terms of 

training model 

algorithms and 

components/ Model 

interoperability 

[112]; [22]; [74]; [161]; [26]; [163]; 

[170]; [160]; [124]; [171]; [162]; [61]; 

[159]; [86]; [164]; [172]; [64]; [138]; 

[173]; [101]; [40]; [36]; [186]; [29]; 

[67]; [99]; [79]; [75]; [178]; [114]; 

[118]; [64]; [127]; [122]; [102]; [25]; 

[47]; [37]; [62]; [87]; [35]; [81]; [103]; 

[57]; [38]; [43]; [110]; [42]; [45]; [34]; 

[77]; [70]; [71]; [60]; [54]; [5]; [56]; 

[44]; [52]; [46]; [50]; [63]. 

62 P 

(DoS) Difficulties 

of selecting the 

right framework 

among BiMDLs 

Complex

ity theory 

Mismatching in terms of 

features and attributes 

[112]; [22]; [74]; [26]; [170]; [161]; 

[160]; [124]; [163]; [171]; [162]; [61]; 

[159]; [86]; [164]; [172]; [64]; [138]; 

[173]; [101]; [40]; [126]; [80]; [36]; 

[186]; [29]; [39]; [178]; [61]; [47]; [37]; 

60 P 
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[132]; [55]; [107]; [62]; [35]; [81]; 

[103]; [53]; [48]; [38]; [43]; [42]; [45]; 

[88]; [68]; [34]; [72]; [70]; [71]; [60]; 

[5]; [2]; [56]; [49]; [44]; [52]; [46]; 

[50]; [63]. 

(DoS) Difficulties 

of selecting the 

right framework 

among BiMDLs 

in terms of  

features 

Complex

ity theory 

Existing BiMDLs 

systems often offer little 

or no help on how to set 

and reduce the 

parameters. Furthermore, 

the lack of a 

standardized 

benchmarking 

methodology 

exacerbates the problem. 

[112]; [22]; [161]; [163];  [74]; [26]; 

[171]; [170]; [61]; [160]; [124]; [162]; 

[159]; [86]; [164]; [172]; [64]; [138]; 

[173]; [101]; [40]; [126]; [80]; [36]; 

[79]; [25]; [126]; [47]; [37]; [66]; [55]; 

[90]; [35]; [98]; [53]; [48]; [57]; [38]; 

[43]; [110]; [58]; [42]; [45]; [68]; [34]; 

[72]; [71]; [60]; [54]; [5]; [56]; [49]; 

[44]; [46]; [50]; [63] 

56 P 

(DoS) Difficulties 

of selecting the 

right framework 

among BiMDLs 

in terms of 

Interfaces, tools 

and libraries 

Complex

ity theory 

Mismatching among 

BiMDLs Interfaces, 

tools and libraries 

[112]; [22]; [159]; [26]; [74]; [170]; 

[160]; [124]; [171]; [161]; [162]; [163]; 

[61]; [86]; [164]; [172]; [64]; [138]; 

[173]; [101]; [40]; [166]; [175]; [77]; 

[167]; [80]; [36]; [186]; [151]; [158]; 

[157]; [190]; [114]; [211]; [25]; [37]; 

[62]; [35]; [38]; [43]; [41]; [42]; [45]; 

[61]; [34]; [70]; [71]; [5]; [56]; [44]; 

[52]; [46]; [50]; [63]; [209] 

55 P 

(DoS) Difficulties 

of selecting the 

right framework 

among BiMDLs 

Framework in 

terms of goal 

Complex

ity theory 

Differences/Similarities 

in terms of goal and 

nature of task 

[112]; [22]; [74]; [26]; [170]; [161]; 

[160]; [124]; [171]; [163]; [162]; [61]; 

[159]; [86]; [164]; [172]; [64]; [138]; 

[173]; [101]; [40]; [84]; [80]; [67]; 

[178]; [64]; [25]; [37]; [85]; [55]; [94]; 

[62]; [35]; [76]; [81]; [59]; [38]; [43]; 

[110]; [58]; [41]; [42]; [88]; [34]; [97]; 

[71]; [54]; [5]; [56]; [44]; [52]; [46]; 

[50]; [63]. 

54 P 

(DoS) Difficulties 

of selecting the 

right framework 

among BiMDLs 

Complex

ity theory 

Differences/Similarities 

in terms of function 

[112]; [124]; [22]; [74]; [26]; [170]; 

[163];  [160]; [161]; [171]; [162]; [61]; 

[159]; [86]; [164]; [172]; [64]; [138]; 

[173]; [101]; [40]; [80]; [36]; [23]; [67]; 

[39]; [25]; [113]; [47]; [55]; [35]; [59]; 

[38]; [43]; [110]; [41]; [42]; [45]; [34]; 

[70]; [97]; [71]; [54]; [5]; [56]; [44]; 

[52]; [46]; [50]; [63]. 

 

50 P 

(DoS) Difficulties 

of selecting the 

right framework 

among BiMDLs 

in terms of 

function 

Complex

ity theory 

Difference in terms of 

design 

(Model/Framework/algor

ithm) design 

[112]; [171]; [22]; [74]; [26]; [170]; 

[160]; [163]; [124]; [161]; [162]; [61]; 

[159]; [86]; [164]; [172]; [64]; [138]; 

[173]; [101]; [40]; [175]; [93]; [23]; 

[151]; [158]; [89]; [25]; [37]; [85]; [62]; 

[35]; [110]; [41]; [42]; [34]; [54]; [5]; 

[56]; [44]; [52]; [46]; [50]; [63]. 

 

44 P 

(DoS) Difficulties 

of selecting the 

right framework 

among BiMDLs 

in terms of 

purpose 

Complex

ity theory 

Difference in terms of 

purpose (e.g., 

TensorFlow, Keras, and 

Theano support almost 

the same tasks in ANLP 

or deep learning) 

[112];  [124]; [22]; [161];[171]; [74]; 

[26]; [170]; [160]; [162]; [163]; [61]; 

[159]; [86]; [164]; [172]; [64]; [138]; 

[173]; [101]; [84]; [80]; [158]; [64]; 

[25]; [106]; [85]; [35]; [81]; [38]; [43]; 

[110]; [41]; [42]; [34]; [70]; [40]; [54]; 

[5]; [56]; [44]; [52]; [46]; [50]. 

 

44 P 

RQ4: What are the empirical approaches that overcome the current challenges of BiMDls and reduce the 

high-cost, time-consuming parallel computing process? 
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A combination of various machine learning models can boost the parallel computing process's accuracy, model 

training efficiency, and high-quality computing outcomes. This could be achieved through a unified model where 

It will undoubtedly lead to improving the performance of the industry's machine deep learning techniques.  

However, this is important to note that to achieve the best accuracy, decrease time-consuming and reduce the 

computing cost, a combination of two or more of these methods is required [22]; [28]; [25]. We believe that this 

research's proposed model MDL-enabled is a promising technology to enhance BiMDLs frameworks' and their 

related libraries' compatibility Figure. One of our promising model functions is to address the above challenges 

and to make the conversion process easier, faster, more flexible, and more efficient. According to [22], It is crucial 

to stress that yet there is no particular method appropriate for each issue and that it is always necessary to mix it to 

achieve. We provide adequate support for CPU and GPU-based code generation. In practice, this allows the user 

to quickly examine their BiMDLs and their network design and verify results on a machine that lacks the Nvidia 

GPU. 

Our proposed model will provide its structure for encoding a BiMDLs network. The majority of existing ML 

and DL libraries rely on external standard description files to define network structure and node connections. For 

example, the PROTOTXT-based configuration file format in Caffe/Caffe2 has been extensively used in some 

benchmarks. On the other hand, we prepare to add support for automatically converting/generating these files 

to/from the (our prototype Framework) constructs as input to the framework compiler. This should help 

significantly reduce the user’s time for authoring the “Framework code” and comparing the “Framework code” 

with other “Frameworks codes”. This will also improve the interoperability and compatibility of BiMDLs 

Frameworks, allowing a working network that runs with other frameworks to be quickly verified and executed in 

our Framework, and vice versa. Therefore, we summarize the most crucial contribution points based on our 

research objectives as following: 

1) A list of SLR results and BiDMLs investigation leads to identifying the missing issues, limitations, 

standard features, advantages, disadvantages and the model formulation. 

2) BiMDLs expert's feedback for the proposed empirical Model from the interviews leads to prototype 

designed. 

3) List of AI, ML, DL, BD, and DS practitioner responses and beneficial findings gathered from 

literature, interviews, survey, Multi-criteria Analysis MCA, and Analytic Hierarchy Process (AHP) lead to final 

model design and framework formulation. 

4) Effectiveness and Usefulness of the Evaluation model from the selected AI, ML, DL, BD, and DS 

environment lead to Evaluated, validated, verified, and useful proposed Model. 

5) Our proposed Model will facilitate choosing the proper framework based on the type of data inputs. 

6) Our proposed framework will aid in generating and convert a highly efficient code that is both users 

friendly and easily debuggable. 

5. Conclusions 

A comprehensive review of big machine deep learning systems was presented via a systematic literature 

review (SLR) in this paper. The review considered the critical challenges, open issues, and critical factors and 

dimensions that influence existing big deep learning systems and their related libraries. Furthermore, it guides 

researchers and developers to achieve successful BiMDLs by evaluating the factors and related dimensions that 

influence the parallel computing process. The contributions of this SLR, in response to the research questions 

raised, are described in detail. The research questions (RQ) asked were as follows; 

RQ1: What are the most common characteristics, similarities, differences, attributes, advantages, and 

disadvantages among big machine deep learning systems (BiMDLs) in terms of their goals, tasks, and functions? 

RQ2: What are the main open issues and challenges of current big machine deep learning systems (BiMDLs)? 

RQ3: What critical factors and dimensions affect existing big machine deep learning systems (BiMDLs)? 

RQ4: What are the empirical approaches that overcome the current challenges of BiMDLs and reduce the 

high-cost, time-consuming parallel computing process? 

284 papers, from different research sources, were analysed to provided answers for each question, and map 

questions to each developed research objective. The systematic literature review’s results demonstrated that 

researchers face significant challenges in terms of incompatibility among big machine deep learning system’s 

software systems. We also presented and discussed other relevant open issues, such as the difficulty of code 

conversion, the lack of benchmarks, and the difficulty of selecting the proper framework among big machine deep 

learning frameworks. The literature of this study reveals that these issues affect parallel computing efficiency and 

effectiveness in terms of increased computing and development time, difficulty in organizing computing tasks, 

increased computing process costs, and decreased computing accuracy due to goal mismatches, which makes the 

process of computing, training, and performance extremely complicated. This study's obtained results contribute 

more knowledge to the existing literature about big machine deep learning systems. Furthermore, these results will 

be significant for artificial intelligence (AI) systems, machine learning (ML) methods, deep learning 
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(DL)frameworks, big data (BDA) analytics, and data scientists' (DS) researchers. The results will benefit 

entrepreneurs, information technology advisors, developers, industry, and national governments by acting as a 

reference for developing strategies and programs to improve the parallel computing process by enhancing the 

compatibility of the machine and deep learning libraries, interfaces, and big data open-source techniques. 

6. Future Work 

 

We are working on a practical solution model named MDL-enabled. We believe that this promising model will 

efficiently improve the compatibility between the BiMDLs libraries and systems. Furthermore, we believe that 

future work must include the following directions: 

 

a) Data Pre-processing challenge from BiMDLs perspective: This part involves data Redundancy, data 

Heterogeneity, data Noise, data discretization, data Labelling, imbalanced data, and the representation and 

selection of features. 

b)  Learning phase challenges fromBiMDLs perspective: It will include data parallelism, non-

parallelism, models/parameter parallelism, hybrid approaches. 

c) Data veracity from BiMDLs perspective: Managing the data veracity is a significant direction in 

which algorithms able to access the dependability or credibility of data or data sources are being developed. 

Moreover, Unreliable data can be disclosed during data pre-processing, and another direction is to develop new 

ML models that can make inferences with unreliable or even contradictory data. On the other hand, the data 

Veracity's challenges: In terms of Reliability, Confidentiality, Quality, Interpretation, Uncertainty, Imprecision 

(lack of exactness or accuracy), and Relevance. 

d) Evaluation challenges: 1) Themetrics focus on BiMDLs Prediction Accuracy in terms of Precision, 

error rate, recovery, squared error, Probability, posterior Probability, information gain, K-L divergence, Cost, 

optimization error, Profit margin, approximation,estimation error, mean and worst result. 2) Metrics focus on 

BiMDLs Scalability: In terms of Data, I / O, Performance, Fault tolerance, Real-time processing, Memory usage, 

Supported data size, Iterative task support, Performance. 3) Metrics focus on BiMDLs Usability: Interpretability, 

stability, Efficiency, Precision, and Robustness. 

e) Ease of use: Complexity in establishing objective functions, Strength, Mean error, Diversity" of 

models. 
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