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Abstract: Computer-aided diagnosis and other relevant biomarkers can provide valuable advice to doctors for 

precise diagnosis. The traditional techniques, mainly Computer Tomography (CT) & Magnetic Resonance 

Imaging (MRI), are costly, time-consuming, and tedious. During the literature survey, it was learned that Deep 

Learning outclassed traditional CNN algorithms among various image processing algorithms. In the present 

work, Deep Convolutional Neural Network (DCNN) is implemented for predicting ovarian cancer and 

classifying its subtypes with histopathological images as input. For achieving higher accuracy, a new 

architecture is designed and implemented from the scratch inspiring by pre-Trained AlexNet Model. The basic 

AlexNet architecture consists of 5 convolutional layers, 3 Maxpooling layers, and three fully-connected layers 

with Rectified Linear Unit (ReLU) as the activation function. We modified this by adding a Maxpooling layer 

after each pair of convolutional layers, four such iterations, four fully connected layers, replaced ReLU with 

Exponential Linear Unit (ELU), and modified architectural parameters. The original architecture considers 

kernel sizes of 11x11 and 5x5, which we modified to make it uniform at 3x3 as the kernel size. The network was 

trained using 24,742 augmented images. The accuracy of predicting Ovarian Cancer and its subtypes 

classification improved to 83.93% with the help of 43,94,533 parameters compared with previous studies that 

achieved 78%. We also trained the model with both the datasets, before and after augmentation. We concluded 

that the augmentation increased the accuracy from 70% to 83.93%. This new model can be considered as a 

benchmark. 
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1. Introduction  

Significant causes of death around the globe are primarily due to Cancer. As per the American 

Cancer Society survey, around a million people would lose their lives due to different types of Cancer 

in the USA itself [1]. Therefore, the fight against Cancer is a huge challenge that needs to be 

addressed by patients, doctors, research scientists, and pathologists. Amongst women, Ovarian Cancer 

(OC) stands fifth, leading to deaths [2]. It is mainly characterized by minimal symptoms in the early 

stage and a low survival rate [1]. OC is the most recurrent and aggressive type of gynecologic cancer 

[2]. Primary epithelial ovarian carcinoma is classified into the following subtypes: serous, mucinous, 

Endometroid, and clear cell [1] [25]. The previous literature highlights that one out of fifty-four 

women can develop OC [1-2]. A patient diagnosed with OC has a 5-year survival rate of around 

48.6% [26]. The low survival rate is mainly due to cancer detection in the advanced stage, as 72% of 

the cases get identified in stage III or IV [26]. Hence, early screening is imperative [2-4]. In the past, 

efforts have been made to detect OC in the preclinical stage, using both medical imaging and serum 

markers [27]. Although these biomarkers show promising results, there are several limitations like 

missed classification, sluggishness, and more working hours [6] [27]. Serum Carbohydrate Antigen 

(CA125) is widely used, but the accuracy rate is not satisfactory as it has high sensitivity [6]. Imaging 

modalities such as Ultrasound imaging, MRI, CT scan plays a significant role in locating and 

characterizing tumor[11] [20] [34].  Early prediction of any medical disorder, specifically Cancer, is 

integral for improving the survival rates [27] [28]. As per research, Medical Imaging is one of the 

effective techniques for early-stage detection, prediction of brain imaging modalities, monitoring the 

stages of Cancer, and follow-up procedures after the cancer treatment [7–11]. Interpreting the results 

manually from these medical images is tedious and prone to human errors [7–11]. Also, Computer-
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Aided Diagnosis (CAD) systems are widely used for assisting clinicians & pathologists in interpreting 

the results from medical images with more accurate results [6] [8].  

CAD-based medical imaging approach for cancer detection, machine learning techniques are 

leveraged [9] [11]. In the machine learning approach, feature extraction is an important step [29]. 

Various feature extraction methods have been reviewed and analyzed in the literature, considering 

different MRI, CT, and ultrasound images [29]. It can be stated that previous work focuses on 

developing worthy feature descriptors along with machine learning algorithms for context learning 

from different types of medical images [30]-[32]. These methods possess certain disadvantages 

limiting CAD-based techniques for medical diagnosis [6-10]. In the present research work, we 

emphasize representation learning instead of featuring a learning-based approach to overcome the 

CAD-based system’s inadequacy.  Deep Learning learns through hierarchical feature representation 

from image data, a type of representation learning technique [7] [19] [29]. It generates high-level 

feature representation through image data itself [7] [19] [29]. With the addition and support of 

substantial parallel architecture and Graphical Processing Units, the deep learning approach has 

achieved enormous profits and success in various applications such as image recognition, objection 

detection, speech processing, and many more [34].  In [7], a deep learning approach gives promising 

results in cancer detection as well. This paper presents a method for predicting OC and classifying its 

subtypes using deep convolutional neural networks. Our contribution in this research is as follows: 

1. Augmentation of histopathological images 

2. Designed & implemented novel DCNN architecture for OC subtype classification. 

3. First attempt to introduced ELU as the activation function & Mean square error (MSE) rate as 

a cost function in medical image analysis. 

The paper is systematized in the following manner: Section 1 introduces the problem statement and a 

brief of the solution,. Section 2 highlights the materials and methods used to build our novel 

architecture, and section 3 summarizes the obtained results in research work and section 4 mentions 

the conclusions drawn based on the experimentation followed by the future scope. 

2. Materials and Methods 

This section discusses the proposed and implemented Deep Convolutional Neural Network 

(DCNN) architecture in detail, along with dataset preparation. 

2.1 Image Dataset 

In the present research, a total of five hundred labeled histopathological images, of which 175 were 

serous, 100 mucinous,  60 endometroid, 80 clear-cell, and 85 non-cancerous, were collected from the 

National Cancer Institute's Genomic Data Commons data portal, TCGA-OV repository [36], and were 

used for training, predicting, and further analysis. The GDC Data Portal is a robust data-driven 

platform that allows cancer researchers and bioinformaticians to search and download cancer data for 

analysis. Although the portal has more images available, they are primarily of Serous type since it is a 

common subtype. The other three subtypes are rare, and minimal data is available for them; of course, 

all from the GDC data portal for these subtypes was used entirely. The validation dataset was carved 

out of the complete dataset and includes 10% of the complete dataset. The authors have also published 

this validation dataset on the Mendeley data website  http://dx.doi.org/10.17632/w39zgksp6n.1 [23]. 

The GDC portal dataset was all categorized and labeled according to the subtypes; hence, there were 

no redundant images in the dataset. 

2.2 Image Dataset Augmentation 

In deep learning, the augmentation of data is an essential operation. Since a large amount of data is 

required when operating with DCNN, many images cannot always be collected; data augmentation is 

the solution. It eventually helps to increase the size of the database and to add uncertainty to the 

dataset. A small amount of training data may also lead to overfitting [7] [15]. This image 

manipulation or augmentation process to the images is achieved by zooming, tilting & enhancing 

some features. Our work rotated the original image by 90, zoomed in to capture more minor details, 

http://dx.doi.org/10.17632/w39zgksp6n.1
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did horizontal and vertical flips of the images, and increased the brightness. After augmenting the 

images, 24,742 image samples were obtained almost 50 times more than the original dataset. All the 

RGB images were digitized in JPG file format and resized with a uniform size of 227x227 pixels. 

Figure 1 shows various augmented techniques for increasing the training data size. We implemented 

two independent models, one for the original dataset and the other for the augmented image dataset, 

which was roughly 50 times bigger. The authors publish the code used for the data augmentation on 

Github at https://github.com/kokilakasture/OvarianCancerPrediction [37]. 

Table 1- Number of images of each class 

Class Original Images Augmented Images 

Serous 175 5640 

Mucinous 100 5223 

Endometroid 60 4353 

Clear Cell 80 4999 

Non-Cancerous 85 4527 

Total 500 24742 

 

Figure 1. Image Augmentation of the original dataset. 

3. Proposed a New DCNN Architecture 

The Convolutional Neural Network architecture is like a multilayer perceptron and resembles the 

autonomous supervised learning approach [29] [40]. It mainly consists of three layers the input layer, 

hidden layer, and output layer [29] [38]. The network parameters are updated using the 

backpropagation algorithm [39]. The pre-trained architecture of a convolutional neural network is 

discussed in [6]. In the present work, a new DCNN architecture is designed and implemented from the 

scratch for prediction and Subtype classification of  Ovarian Cancer. The SuperVision group designed 

the AlexNet pre-trained model in 2012 [21]. It is a well-known pre-trained model as it won first place 

in ImageNet Large Scale Visual Recognition Challenge 2012 with high accuracy of image 

classification.  

https://github.com/kokilakasture/OvarianCancerPrediction
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Figure 2.  The proposed DCNN architecture for prediction and Classification of Ovarian Cancer 

In present research, A new DCNN architecture is designed and implemented  from the scratch 

inspiring by pre-trained AlexNet Model as shown in Figure 2 & Table 2 [7]. The motivation behind 

using AlexNet is its fast ability to train the network. In the present work, A new DCNN Model with 

convolution layers , different feature maps and  hyperparameters setting , as shown in Table 3. 

Unlike the former research work [7], we designed the new DCNN model from scratch instead of using 

the pre-trained model. After careful analysis and multiple experimentations, we concluded to use eight 

convolutional layers, four max-pooling layers, and four dense layers as the best combination to 

achieve higher accuracy. ELU followed each convolutional layer as the activation function. Four max-

pooling layers of size 2x2 pixels & having a stride of 1 were used to give input to the subsequent 

convolutional layers. The fourth and last max-pooling layer's output, 14x14x256, is flattened to 

50,176 pixels and supplied to the dense layers for further processing. Three FC layers with 64 nodes 

each with a dropout of 0.3, over 0.5 as in [7], and the last FC layer, which is the softmax layer, does 

the sub-type classification, and it is set to 5, equal to the number of classes. We observed that some of 

the images were misclassified with the validation dataset testing, meaning the model could not 

generalize well, meaning that the model suffers from overfitting. In order to decrease overfitting, 

dropout is leveraged. Dropout is an efficient method for reducing overfitting and improving deep 

neural networks' performance [42].  

We accomplished this implementation using Python language, Google Collaboratory (TPU) & 

libraries like Keras, Tensorflow. Table 2 gives a summary of the novel DCNN architecture 

implemented [40]. 

Table 2.  The architecture of the proposed novel DCNN model -Summary 

Layers Feature Map Size 
Kernel 

Size 
Stride 

Activation 

Function 

Input Image 1 227x227x3 - - - 

Convolution Layer 1 32 227x227x32 3x3 1 ELU 

Convolution Layer 2 32 227x227x32 3x3 1 ELU 

Maxpooling Layer 1 32 113x113x32 2x2 1 ELU 

Convolution Layer 3 64 113x113x64 3x3 1 ELU 

Convolution Layer 4 64 113x113x64 3x3 1 ELU 

Maxpooling Layer 2 64 56x56x64 2x2 1 ELU 

Convolution Layer 5 128 56x56x128 3x3 1 ELU 

Convolution Layer 6 128 56x56x128 3x3 1 ELU 

Maxpooling Layer 3 128 28x28x128 2x2 1 ELU 

Convolution Layer 7 256 28x28x256 3x3 1 ELU 

Convolution Layer 8 256 28x28x256 3x3 1 ELU 
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Maxpooling Layer 4 256 14x14x256 2x2 1 ELU 

Fully Connected Layer 1 - 64 - - ELU 

Fully Connected Layer 2  64 - - ELU 

Fully Connected Layer 3 - 64 - - ELU 

Fully Connected Output Layer - 5 - - Softmax 

 

4. Results & Discussions 

We set the hyper-parameters for training the proposed novel DCNN model as summarized in Table 3.  

Table 3 - Hyper-Parameters of the proposed novel DCNN model 

Parameter Value 

Learning Rate 0.001 

Cost function Mean Squared Error (MSE) 

Optimizer RMSprop 

Epoch Number 20 

Batch Size 32 

Dropout (Convolution Layer) 0.2 

Dropout (Dense Layer) 0.3 

Activation function ELU 

 

As seen from Figure 3, graph A shows the training accuracy and loss per epoch, where training 

accuracy increased per epoch, whereas the loss decreased. Although after ten epochs, the accuracy 

started to drop, and since we leveraged the early stopping technique, we terminated the training at the 

best-obtained result at epoch 10. Graph B shows that after epoch eight, the validation accuracy started 

reducing; hence the checkpoint is generated, and the CNN model is then exported in an h5 format. 

This configuration has been explained in subsection 3.3. 

 
Figure 3. Training accuracy & loss versus epoch 

 

We trained the models with the dataset before and after augmentation and achieved improved 

accuracy with augmentation. Table 4 shows the classification accuracy generated by the DCNN 

model. In the present work, 83.93% accuracy is obtained for prediction post image augmentation, 

whereas it was 72% before augmentation.  

 

Table 4 - Classification Accuracy of each class for two models (before and after augmentation) 

Class Original Image Dataset 

Accuracy 

Augmented Image Dataset 

Accuracy 

Clear Cell 70% 85% 

Endometroid 79% 85.3% 

Mucinous 70% 84.45% 

Non – Cancerous 70.79% 80% 

Serous 75% 85% 
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In the present work, classification accuracy on each subtype was computed along with precision, 

recall, and F1 score.  

Table 5 - Performance Metrics of proposed novel DCNN architecture  

Class Precision Recall F1-score Testing Images 

Clear Cell 0.85 0.90 0.89 100 

Endometroid 0.90 0.89 0.90 98 

Mucinous 0.75 0.90 0.87 100 

Non-Cancerous 0.85 0.80 0.83 100 

Serous 0.92 0.88 0.92 100 

 

It can be observed that the classification rates improved due to image augmentation. We observed that 

some images were misclassified, caused predominantly due to overfitting and insufficient learning of 

the model from the limited dataset size of 24,742 augmented images. Figure 4 shows the predicted 

results. 

 

Figure 4. Predicted results using the proposed novel DCNN architecture 

Figure 5 shows the confusion matrix obtained after the validation process is completed. In the 

confusion matrix, the diagonal cells are the true positive cases. For example, in the Clear cell class, 

94% of images were correctly classified, 96%, 94%, 80%, and 92% for endometroid, mucinous, non-

cancerous, and serous, respectively. 

 

Figure 5. Confusion Matrix 
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5. Conclusion & Future Scope 

This work is the first attempt at combining the prediction of ovarian cancer & also sub-type 

classification from histopathology images by designing and implementing a new DCNN model. The 

prediction and classification accuracy was improved to 83.93% compared to the previous 78% from 

the literature [7]. Without augmentation, we achieved only 72% accuracy, concluding that 

augmentation improves the accuracy of the DCNN model. Pathologists can effectively use the 

presented approach for classifying OC and its subtypes after the authors publish this work publicly.  

As compared to traditional image classification methods, an automated system for predicting ovarian 

Cancer and classifying its subtype from histopathological images is implemented using DCNN 

architecture. These images were augmented by enhancing, rotating, zooming, and flipping them. It 

can be said that the Classification of the model trained by augmented data is equal to the pathologists 

predicting level and can be considered satisfactory [7] [16]. The authors have also published the 

dataset on Mendeley Data [23] and the source code on Github [37]. Without any prior pathological or 

biomedical knowledge, the DCNN model predicts and classifies ovarian cancer cells. The future work 

includes creating a user interface for pathologists to upload the image and predict. In the future, we 

intend to improvise the proposed novel DCNN architecture and use the same dataset on other pre-

trained networks such as GoogleNet, VGG-16, VGG-19, MobileNet to analyze the prediction and 

classification accuracy further. 
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