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Abstract: Automatic image segmentation refers to a field of study wherein images are analysed using complex 

colour, texture and shape-based features to decide the best possible segmentation configuration. These 

configurations differ in terms of algorithmic constants, image size, enhancement factors, edge thresholds, etc. To 

determine these constants, automatic segmentation algorithms use bio-inspired techniques like Genetic 

Algorithm (GA), particle swarm optimization (PSO), etc. These algorithms require re-training and re-evaluation 

whenever the input image type is changed. For instance, different set of edge thresholds are needed for medical 

resonance imagery (MRI) & natural images. Due to which a single algorithm is not applicable to solve the 

problem of multi-domain automatic image segmentation. To remove this drawback, this text proposes a novel 

ensemble-learning-based algorithm which uses feature-segmenter pairs for effective segmentation. The proposed 

approach is compared with existing state-of-the-art algorithms, and is found to have better peak-signal-to-noise 

ratio (PSNR) and moderate delay. The PSNR is improved by 10%, while keeping an optimum probabilistic 

random index (PRI) and delay performance. 
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1. Introduction  

Automatic or unsupervised image segmentation algorithms require lot of pre-processing and image analysis 

operations in order to segment the image [1]. These algorithms perform supervised segmentation to observe 

algorithmic constants, and then using the values of these constants performs unsupervised segmentation for new 

imagery. Such an approach can be observed in figure 1, wherein feature extraction, clustering, parameter 

evaluation, etc. can be observed. Approaches like these are found to be good for single domain images, wherein 

the application doesn’t change much. But as the type of images is increased, this approach ceases to produce 

good results. This is due to the fact that image-type specific algorithmic constants have large variations. For 

instance, edge-based segmentation algorithms require edge thresholds to be tuned for effective segmentation, 

while color-based algorithms require effective red, green and blue thresholds for identification of segmentation 

regions. These thresholds remain almost constant for a single type of image, but as image type changes there are 

large variations in them.  

If such systems are applied for multi-domain imagery then the output parametric performance reduces, and 

lower values of PSNR, PRI, etc. are obtained. In order to remove this drawback, this text proposes a novel 

ensemble-based feature-segmenter pair selection technique based on machine learning. 

 

Figure 1. Example of an automatic image segmentation system. 
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Similar approaches are described by author’s over-the-years. A review of these approaches can be observed in 

the next section, which is followed by the proposed approach and its parametric result evaluation. Finally, this 

text concludes with some interesting observations about the proposed approach, and suggests ways to improve 

the same. 

2. Literature Review 

Automatic image segmentation algorithms are generally focussed on segmenting images which belong to a 

particular domain. For instance, the work in [2] uses Regions with Convolutional Neural Networks or R-CNNs 

in order to segment out the Meniscus regions in Multispectral magnetic resonance imagery (MRIs). The 

algorithm is trained on more than 900 images, and produces an accuracy of more than 95%. This accuracy is an 

indicative of the segmentation performance for the given image domain. This high performance is achieved on 

MRI images, but the same algorithm can be trained for multiple datasets to obtain segmentation on different 

image types. Such a study can be taken up in order to evaluate the algorithm’s performance for generalized 

images. An algorithm that uses fuzzy C means for generalized image segmentation is mentioned in [3]. In this 

algorithm Intuitionistic Fuzzy C-Means clustering algorithm is used along with Robust Statistics for efficient 

colour segmentation. PRI values in the range of 0.883 are obtained using this algorithm on different datasets. But 

the algorithm doesn’t perform well on medical imaging. For that purpose, the deep neural network mentioned in 

[4] can be used. It performs unsupervised brain MRI segmentation with more than 84% accuracy when tested on 

Fluid-attenuated inversion recovery (FLAIR) brain tumor segmentation (BraTS) dataset. The algorithm uses a U-

network which is based on DeepSeg architecture for effective image segmentation. Another such network can be 

observed in [5], wherein Multi-Modal MRI Brain Tumour Sub-Regions are segmented using a combination of 

contracting-bottleneck-expanding networks. The system is able to obtain a high PRI of 0.937 with the help of 

this network. But is applicable only for brain MRI imagery. A similar architecture for segmentation of Anterior 

Cruciate Ligament (present in knee MRIs) can be observed in [6]. This architecture also uses a similar network 

like [5], but adds depth information to it. The network is able to product PRI values in the range of 0.9 to 0.95, 

and is applicable for MRI data only. The performance of this network can be further enhanced using better CNN 

architectures like the ones mentioned in [7]. From the research in [7] it can be observed that VGGNet-based 

CNNs are better than AlexNet, while GoogLeNet and VGGNet have similar segmentation performance. 

Automatic image segmentation can also be applied to lung computerized tomography (CT) imagery. The work in 

[8] proposes the use of super-pixel segmentation along with Trachea elimination and contour detection in order 

to improve the accuracy of segmentation. Due to this, the overall PRI values are improved to over 0.91, which 

can be further optimized with the help of CNN architectures. Moreover, the application of this system can be 

further expanded with the help of automatic fuzzy clustering framework (AFCF) as mentioned in [9]. The 

framework is able to segment multi-domain imagery with the help of similarity matrix and decision graphs. 

These graphs assist in finding out region confidence during image segmentation to obtain PRI values in the range 

of 0.95 to 0.98, which enables the application of this algorithm to real-time segmentation systems. The work in 

[7], [8] and [9] is combined in [10] to create a CNN that can perform unsupervised segmentation on multi-

domain imagery. The work uses feature clustering using FCM and uses these clusters to obtain final 

segmentation with the help of an optimized CNN architecture. The architecture can be observed from figure 2, 

wherein an initial CNN is used for feature extraction. These features are clustered using FCM, and a back-

propagation based CNN is used for final segmentation. Due to this complex process, the PRI values are in range 

of 0.97 to 0.99, which makes the system highly applicable to real-time multi-domain image segmentation.  

Automatic image segmentation using G-mutual information is applied to plant leaf segmentation in [11]. The 

work uses mutual information combined with background estimation for leaf segmentation. This work produces 

an accuracy of more than 90% and a PRI of more than 0.93 when tested on multiple kind of leaf images. A 

similar architecture that uses mutual mean teaching can be observed in [12]. In this architecture multiple 

segmentation algorithms are combined with CNN using cross-entropy loss-reduction to improve segmentation 

performance. As a result of this a PRI of more than 0.89 is obtained on multi-domain images. Another CNN 

inspired model for unsupervised image segmentation can be observed in [13], wherein feature transformation 

subnetworks are combined with trainable deep clustering subnetwork (DCS) for better understanding of image 
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structure. This results in a moderate PRI value of 0.84, which can be further improved using the CNN 

architecture mentioned in [10].  

Skin images can also be segmented with the help of automatic segmentation. The work in [14] uses stack 

ensemble of deep and conventional image segmentation method for automatic segmentation of skin imagery. 

This method performs localization of vitiligo lesions in these images via a combination of different fast CNN 

architectures. Due to this combination an accuracy of more than 95%, and a PRI of more than 0.98 is obtained. 

This concept can be further expanded to retinal images. The work in [15,16] uses a similar learning model based 

on Markov random field (MRF) for identification of intensity and contextual information.  

The work produces moderate PRI values in the range of 0.84, but can use CNNs to improve this value. Brain 

MRIs can also be segmented automatically with the help of self-organizing maps (SOMs) as mentioned in [17]. 

The work combines modified fuzzy K-means (MFKM) clustering with SOM for effective segmentation of brain 

tissues. This work produces an accuracy of 98%, and a high PRI value of 0.94 for MRI segmentation, and can be 

extended to other applications as well. Moreover, the clustering performance of MKFM can be improved using 

super-pixel clustering and morphological image processing as mentioned in [18, 19]. Learning from brain MRI 

can be transferred to CT imagery with the help of transfer learning architectures. Once such architecture is 

mentioned in [20], which uses unsupervised object discovery along with a CNN classifier for better 

segmentation results. 

 

Figure 2. Integrated clustering with CNN for efficient segmentation [10] 
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Once such architecture is mentioned in [20], which uses unsupervised object discovery along with a CNN 

classifier for better segmentation results. The system uses a combination of LowRes CNN, fast convolutional 

network and U-network to achieve segmentation accuracies in the range of 97% to 99%, with a PRI between 

0.98 to 0.99. A similar performing CNN that uses Mumford-Shah loss function can be observed in [21]. This 

CNN improves the performance obtained in [20], by making it applicable to multiple kinds of images, and using 

a semi-supervised training system.  

Researchers in [22] have also considered the use of small-variance-asymptotic (SVA) combined with Bayesian 

estimator for performing multi-domain segmentation. As a result of combining SVA with Bayesian estimator the 

PRI values are in the range of 0.88 to 0.95, which can be improved by replacing SVA with CNN based 

architectures. Such an architecture can be observed from [23], which uses Generative Adversarial Networks 

(GANs) for improved classification performance. The network is used for segmenting Kidney imagery, but can 

be used for any kind of application with proper training. The GAN system is able to achieve an accuracy 

between 93% to 99% depending upon the input image set. Such networks can also be used for optical 

microscopic images [24] and multi-modal MR images [25] for better segmentation performance. X-Ray image 

segmentation is performed with the help of FCM in [26]. But the algorithm has low PRI and accuracy values, 

which can be improved with the help of GAN or CNN architectures as mentioned in [22-25]. Neural networks 

can CNNs can also be used for literature painting segmentation [27], Biobank cardiovascular magnetic resonance 

imaging studies [28], G-band chromosome image segmentation [29] and CT-image segmentation [30] as well. 

Thus, these networks have huge applicability. But they require large training delays which limits their 

application areas, therefore the proposed work mentioned in the next section; uses SVM-based classification in 

order to improve the performance of automatic image segmentation while keeping lower delay performance than 

its CNN counterparts. 
 

3. Proposed machine learning approach for multi-domain image segmentation using ensemble feature-

segmenter pairs 

The proposed machine learning model uses multi-class support vector machines (mSVM) in combination with 

an ensemble of image segmentation algorithms to achieve the task of automatic image segmentation. Flow of the 

proposed architecture can be observed from figure 3, wherein a set of 10 different segmentation algorithms are 

used. The reason for selecting each of these segmentation algorithms is mentioned in table 1, which indicates the 

strength and applications for each of the algorithms. 

Table 1. Reasons for selecting different segmentation algorithms for Ensemble. 

Algorithm Name Purpose of use 

Canny-edge segmentation Has good performance for Medical Resonance Imagery (MRI)  

Prewitt-edge segmentation Performs better for skeleton images and MRIs 

Edge maximization (EM) Optimally extracts edges which is useful for lung-image segmentation 

Region growing (SRG) Extraction of suggested region pixels based on colour levels is possible. This is used for 

colour-based segmentation in natural scenes and single object imagery. 

Watershed algorithm Applied to images where there are different areas or regions that need separate segmentation. 

KMeans segmentation Cluster-based segmentation, which combines pixels of similar colour together, thereby 

improving the overall segmentation performance. Applied to mammographic images, 

microscopic images, etc. 

Fuzzy C Means (FCM) 

segmentation 

Highly optimized clustering algorithm, which can be applied to natural scenes, medical 

imagery, single and multi-object segmentation images, etc. 

KCM segmentation It’s a hybrid of FCM and KMeans, and is used to optimally identify similar regions from 

multi-domain imagery. 

Saliency map segmentation 

(SalM) 

Its based on the quaternion domain of segmentation, and is used for optimally segmenting out 

regions of images where single objects are present. It uses a combination of colour and edge-

based segmentation for high PSNR values. 

Gray level co-occurrence 

integrated algorithm 

(GLCIA) 

One of the most widely used texture segmentation algorithm. It is used for high quality 

texture analysis, which assists in multi-region segmentation. 
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With the help of ground truth image, minimum mean squared error (MMSE), peak signal to noise ratio (PSNR), 

delay, probabilistic random index (PRI) is evaluated for each of the algorithms. These parameters are evaluated 

using the following equations, 

𝑀𝑀𝑆𝐸 =
∑𝐼𝑠𝑒𝑔 − 𝐼𝐺𝑇

𝑁 ∗𝑀
…(1) 

𝑃𝑆𝑁𝑅 = 20 ∗ log10 (
255

𝑀𝑀𝑆𝐸
)…(2) 

𝐷𝑒𝑙𝑎𝑦 = 𝐶𝑡 − 𝑆𝑡…(3) 

𝑃𝑅𝐼 = (
1

𝑁 ∗ 𝑀
) ∗∑𝐼𝑠𝑒𝑔 ∗ 𝐼𝐺𝑇 + (1 − 𝐼𝑠𝑒𝑔) ∗ (1 − 𝐼𝐺𝑇)… (4) 

Where, N is the number of columns, M is the number of rows, 𝐼𝑠𝑒𝑔  is the segmented image pixels, 𝐼𝐺𝑇  are the 

ground truth image pixels, 𝐶𝑡 is the completion time, and 𝑆𝑡 is the start time. Algorithms which have minimum 

delay value, maximum PRI and maximum PSNR value are selected as best segmentation algorithms for a given 

image. This information is stored as tags in the database, along with image features. In order to describe the 

image completely, the following image features are extracted, 

   3.1 Colour descriptor 

This descriptor is used to describe colour variations in the input image. The following process is followed in 

order to evaluate this descriptor, 

 

Figure 3. Architectural flow of the proposed system 
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1. The RGB image is converted into a 128-bit HMMD colour space.  

2. A 128 bin HMMD quantization table (hue, diff, sum) is generated using. This uses Hue, Value and Saturation 

values 

3. Image is converted from RGB 2 Indexed domain 

4. This converted indexed image and the HMMD map are given to a pixel counting block to obtain the value of 

each pixel present in the indexed image viathe HMMD map. 

5. This creates is a complex relation between the original RGB image pixel and the output count. This output 

count when plotted against the quantized pixel intensity is termed as image colour descriptor 

3.2 Edge descriptor 

Edge descriptor is responsible for evaluating the probability of edges for a particular pixel pair. The following 

process is followed to evaluate the edge map. 

1. Get masks for horizontal, vertical, diagonal and anti-diagonal filtering to get the edge information 

2. Filter the image using these masks 

3. Determine the max edge of the averages in a 2x2 area 

4. Create the main edge histogram to return. 

5. Add vertical, horizontal and neighbouring groups to get the final edge map 

This edge map conveys edge changes in the image, and thus is responsible for representing the image edges. 

This map is also termed as shape-map, as it determines shape changes in the image. 

 3.3 Wavelet descriptor 

In order to determine the energy of pixels, a haar-wavelet descriptor is used. The following simplistic process is 

followed to obtain this descriptor, 

1. Take input image, and keep applying haar wavelet transform till the image size becomes 8x8 

2. Plot all pixels on Y axis and pixel number on X axis for all RGB values to obtain wavelet descriptor 

3.4 Grey level co-occurrence matrix (GLCM) map 

This matrix is responsible for showcasing relationships between the pixel-neighbours. For any image, the GLCM 

is sized as an 8x8 matrix. Combining all the RGB GLCM values results into a GLCM map, which is then used to 

determine mutual dependence of pixels on each other?  

All these maps are combined together, and stored into a single array. This array is stored in database along with 

the selected segmentation algorithm. In order to train the multi-class SVM classifier, the selected segmentation 

algorithm is given as classes, and the feature vector is given as features to SVM. As each of the features has a 

different scale, thus 4 different SVM classifiers are trained. Outputs from each of these classifiers are used for 

selecting the final segmentation algorithm. The process of final segmentation selection can be observed from 

figure 4, wherein mode operation is performed in order to select the best possible segmentation algorithm. 
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Figure 4. Mode operation for SVM output selection 

 

Finally, the selected algorithm is used for image segmentation. MMSE, PSNR, Delay and PRI values are 

evaluated for the selected algorithm. These values are compared with existing state-of-the-art methods, and their 

performance comparison is done. This comparison can be observed from the next section, which indicates that 

the proposed algorithm has better performance than the compared methods. 

 

4. Statistical Analysis 

In order to perform statistical analysis of the proposed algorithm, following datasets were used, 

• Weizmann database with single object consisting of 100 image samples 

• Berkeley segmentation dataset consisting of 300 image samples 

These datasets are combined and total 400 images are used for algorithmic evaluation. These datasets consist of 

multiple image types, and thus they are used for evaluation of the proposed algorithm. These images are divided 

into a ratio of 70:30 for training and testing. Thus, 280 randomly selected images are used for training, while the 

remaining 120 images are used for testing. Ground truth data of these image is already available with the dataset, 

thus MMSE, PSNR and PRI have been evaluated. The following table 2 showcases average PSNR values for 

different number of images (NI) on different algorithms. 

Table 3. Average PSNR v/s number of images for each algorithm 

NI SRG KCM SalM GLCM Proposed 

10 27.2 27.1 28.2 26.5 28.5 

20 27.5 27.2 27.9 28.1 28.7 

30 30.3 28.3 28.3 29.3 31.3 

40 28.3 30.3 28.3 28.3 31.1 

50 29.3 30.3 28.3 27.3 31.5 

60 30.6 30.6 29.1 29.3 31.8 



Turkish Journal of Computer and Mathematics Education      Vol.12 No.12 (2021), 954-965 

                                                                                                                          Research Article                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                      

961 
 

70 30.3 30.1 29.3 28.3 30.4 

80 28.1 27.3 28.3 28.3 28.7 

90 28.3 30.2 28.3 30.1 30.7 

100 30.3 28.3 28.3 28.3 30.5 

110 28.3 30.3 29.3 29.3 30.4 

120 27.3 29.3 30.3 27.3 31.0 

Similar analysis is done for PRI values, and the following results shown in table 3 are obtained, 

Table 4. Average PRI v/s number of images for each algorithm 

NI SRG KCM SalM GLCM Proposed 

10 0.860 0.840 0.814 0.917 0.860 

20 0.891 0.836 0.819 0.933 0.891 

30 0.853 0.924 0.897 0.958 0.953 

40 0.925 0.895 0.899 0.950 0.971 

50 0.854 0.901 0.973 0.929 0.962 

60 0.901 0.899 0.925 0.931 0.963 

70 0.899 0.875 0.948 0.862 0.953 

80 0.941 0.888 0.888 0.899 0.963 

90 0.908 0.878 0.977 0.956 0.976 

100 0.977 0.861 0.861 0.903 0.967 

110 0.869 0.872 0.952 0.955 0.960 

120 0.907 0.897 0.899 0.936 0.964 
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Based on this analysis it can be observed from figure 5, that the proposed algorithm has better average PSNR 

values when compared with the existing algorithms. Similar trend can be observed for PRI values from figure 6, 

wherein a 10% improvement in PSNR and PRI can be observed. 

 

Figure 5. Average PSNR for each algorithm 

 

Figure 6. Average PRI for each algorithm 

From this analysis it can be observed that the underlying algorithm can be applied for real-time automatic image 

segmentation purposes. Visual results for this segmentation can be observed from figure 7 (a) and 7 (b), where 

input images and their segmented outputs are seen. These images are extracted from Weizmann and Berkeley 

datasets respectively. 

 
Figure 7. (a). Segmentation results for the              Figure 7. (b). Segmentation results for the Berkeley dataset 

Weizmann dataset 
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These visual results also indicate an improvement in the overall image segmentation performance, as only the 

regions of interest are extracted from the original image. 

 

5. Conclusion and future scope 

A large number of automatic image segmentation algorithms are application specific. This limits the 

applicability of these algorithms to real life datasets. The underlying algorithm removes this limitation with the 

help of a novel multi-domain image segmentation technique. The proposed technique improves the average 

PSNR by almost 10% when compared with existing state-of-the-art techniques. This also improves the PRI 

values, and reduces the overall MMSE when compared on Weizmann and Berkeley databases. Moreover, the 

proposed architecture uses a multi-class SVM with mode-based selection to select the best segmenter for the 

given input features. Accuracy of the proposed classifier further can be tested on other datasets. Also, more 

algorithms can be added to the ensemble learning mechanism for better segmentation performance. Moreover, 

the proposed classifier can be further improved using deep-learning techniques like convolutional neural 

networks (CNNs) and Q-learning can be used for better algorithmic optimization. 
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