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Abstract: Credit Card is a convenient payment mode. It is useful for both online and offline modes of payment. 

For online, we need to use the Credit Card Number. The Credit Card Number is sufficient for online 

transactions and that comes with a risk. We have fraud transaction detection systems but they can detect it only 

after the occurrence of transactions. The Organizations keep the detailed data consisting of genuine transactions 

as well as  fraudulent transactions. The fraudulent are generally caught following a particular pattern. It is a 

difficult task to analyze each and every transaction data among about millions and billions of them. Predictive 

Algorithms could be a valuable asset for the detection of fraudulent transactions, here we need Data Mining. A 

variety of statistical tests could be used for the prevention of fraud events .However, we still have no perfect 

method for detecting fraudulent transactions. To, the banks, these frauds are a major financial issues. The 

detection of fraudulent transactions among the genuine transactions is totally skewed towards the latter. 

According the estimation, out of 12 billion transactions made in a year, 10 million are frauds. We are using 

isolation forest algorithm and local outlier factor algorithm to analyze and predict the frauds. The accuracy and 

errors of both the data has also been computed. 

Keywords: Local Outlier Factor Algorithm, Isolation Forest Algorithm, Fraud Detection, Credit Card,  Data 

Mining, Anomaly Detection 

I.  Introduction 

In our day to day lives Credit Cards are used in daily lives to buy services and goods using online transactions or 

offline transactions. In an offline purchase , the customer uses his physical card to for the payment. If the 

transaction is to be made fraudulent,  the attacker needs to steal the card. If the user is unaware of his lost card, it 

results in financial losses, for both the user and the credit card company. In case of an online payment, the 

attackers, need only little information to cause a fraud transaction. This ‘little information’ could be the card 

number. The sole method of detecting these types of fraud is  examining the patterns of transactions of each card 

and realizing the abnormalities with respect to the normal pattern. The detected frauds with the help of the 

purchase data of the card user can be used to lessen the fraudulent transactions. Each and every Credit Card 

User has a specific pattern , that contains, information and data regarding purchase , the elapsed time since last 

buy, money used for the purchase etc. the irregularity from such pattern is recognized as fraudulent transaction. 

These Frauds are the issues, in finance, that can result in, many consequences. We can define fraud as a criminal 

cheating that aims financial gain. The internet’s frequent use has resulted to, a hike in the online transactions 

using credit card. The Credit Card also attracts more vulnerable and fraud events. The fraud mainly takes place 

because many a times, the credit card detail and data of  an individual is misappropriated, for making 

illegitimate acquisition of items, withdrawing money. Online shopping is one of the most popular trends and the 

various payment methods are net banking, debit card and credit card. They eliminate any need of any physical 

card. If others come to know the details, it becomes a risk. The card holder realizes the fraud only after it has 

occurred. No system/model actually exists for detecting a fraud transaction. In this project we use a dataset of 

about 29,000 transactions and more than one unsupervised anomaly detection algorithms to detect transactions 

with good chances of being fraudulent transactions. Also, we will be, using F1 scores, recall and precision  to 

check the reason of  the efficiency of classification of the algorithms being misleading. Further, we would be 
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exploring the data visualization techniques , which are commonly used in Data Science, like  correlation 

matrices, histograms and parameters for acquiring  much better understanding of the data in the dataset,  used by 

us. 

II. Literature Reviews 

 

In [2] the authors have started, explaining the process involved in the credit card transactions. A system has 

been proposed in which their algorithms are integrated with the payment gateway for the detections of real time 

frauds. 7 techniques have been used by the author to develop the required algorithm. These techniques involve 

Neural Network,  Case-based Reasoning ,  Inductive Logic Programming, Rule Induction, Genetic Algorithms, 

Regression and Expert Systems. It is also said that Artificial Neural Network would be the best to serve the 

problem statement. The output of the ANN, to tell the degree of transaction being fraudulent would be in the 

form of probability. The information, which is based on different  categories about the card user like, profession, 

earnings, etc. is used to train the Neural Network. Back Propagation learning algorithm will be used by the 

system here to train the network. The Transaction is to be grouped among one of the mentioned categories: 

Fraudulent and Non-Fraudulent. This classification will take place depending on the numeric value between 0 

and 1. This system under development is  particularly beneficial for the merchants, by reducing their losses 

which, they have to face if the transaction occurred, is fraud. The Authors have also focused on the Chinese 

market due to its rapid growth and fast pace[3]. The authors have also proposed using outlier detection which 

uses distance sum to detect the fraudulent transaction. This is a data mining technique. This method is preferred 

over the traditional statistical methods like Discriminant analysis and Regression due to the independence of the 

outlier detection method, from the distribution of dataset. In this paper we are using Euclidean distance to 

calculate distance sum for the detection of the outliers. For distance, the they (authors) have computed a 

threshold value. The distance, if more than the calculated threshold, the object is classified as a fraudulent 

transaction. The data, having around 16,000 observations, has been accumulated from a Chinese bank,. The 

maximum accuracy of 89.4% has been recorded for the threshold value of 12. This process highly depends on 

the nature of the data distribution and may vary for the data of other banks.   

 

Also in [4], the authors have tried to analyze, how algorithms like Random Forest, Decision Tree and Logistic 

Regression (in R language) perform on the dataset with approximately 2,85,000 transaction data of a dataset. 

When we implemented those algorithms on our dataset, we obtained the accuracies of Decision Tree, Random 

Forest and Logistic Regression as 94.3, 95.5 and 90 respectively. Random Forest is the most accurate technique 

among the three. 

III. Challenges 

 

Some of the challenges that we need to face are:- 

 

1) Huge amount of data is processed everyday, so the system built must be fast enough to detect scam in 

time. 

2) Data is imbalanced i.e. most of the transactions are genuine, which makes it difficult for detecting the 

fraud ones. 

3) Data availability is a challenge because the data is mostly private. 

4) The Data is misclassified, which is another major issue, as not every fraud is caught. 

5) The Scammers use Adaptive techniques against the system. 

A few ways to tackle the challenges:- 

 

1) The system which is being used must be fast enough to detect the anomaly and distinguish it as a fraud, 

instantly. 

2) For, protecting the privacy of the users, the dimensionality of the data can be reduced. 

3) We can take a more trustworthy source, for double-checking the data, at least to train the model. 

4) The system can be made simple and interpretable so that, when the attacker adapts to it with just some 

tweaks we can have a new system up and running to deploy. 

IV. System Design 

Our Fraud detection module works as follows:- 
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1) The transactions and amount incoming are considered credit card transactions 

 

2) The incoming Transactions are used as an input to the machine learning algorithms. 

 

3) By, examining  data, and observing the, pattern and using machine learning algorithms such as isolation 

forest algorithm and local outlier factor algorithm for doing anomaly detection, the output will be resulting 

in either fraud or valid transaction. 

 

4) Alarm takes the fraud transactions , to alert the user in case, a fraud transaction has taken place and the card 

could be blocked for avoiding further financial losses to the user and the company of the credit card. 

 

5) The Genuine Transactions contain the true transactions. 

 

V. Implementation The Software Model 

 

1) The dataset has been collected from kaggle [1]. The source-code has been collected from github[5]. The 

contents of the dataset are credit card transactions made in the month of September ,in the year, 2013,  by 

European card Holders as shown in figure 2.  

2) The libraries have been imported and the versions have been printed in our documentation. Then the 

necessary packages have been imported.  

3) Dataset has been loaded, using pandas, from the .csv file. After exploring through  dataset, we found that it 

has 31 distinct columns as shown in figure 3. 

4) To ensure the protection of sensitive information, in our dataset, like identity and location of an individual, 

PCA dimensionality reduction has been used, which has resulted to columns from V1 to V28. 

5) Here valid transactions are indicated by class 0 and fraud transactions are detected by class 1. 

6)  The dataset contains 284807 rows with 31 columns. After examining the dataset further, we saw the mean 

values, being near 0, (figure 4). This means that the amount of valid transactions is greater than the fraud 

ones in the dataset. 

7) As it is a huge dataset, so in order to save time and computation, we took a small fraction (20%)  

of the data. So after this we had only 56961 transactions remaining. 

8) After this, we plotted the histogram of each parameter (figure 5). Then, we computed, the fraudulent and 

the genuine cases, and the outlier fraction (number of fraud transactions divided by the valid ones) (figure 

6). 

9) Also, the correlation matrix was constructed along with the heat-map, to check, whether there was a strong 

correlation between the variables of the dataset  (figure 8). It also determines which features are significant 

for the total classification. But it was seen that, the majority (values) were  around 0 and hence, there wasn’t 

any strong relationship among the V-parameters. 

10) We  filtered the columns to remove the unwanted data. 

11) We only stored the variables, required for prediction i.e.  X contains all columns, other than the class label 

and Y is what we are in the need of i.e. it it’s a single-dimensional array containing label for the samples ( 

figure 7). This method is Unsupervised learning , so we didn’t  want the labels. 
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Figure 1. F Diagram of the Model 
      
    

 
 Figure 2. The dataset 

 

 
Figure 3. columns of the dataset 
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Figure 4. Useful Information(count,mean etc) of the data in dataset 
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Figure 5. Histogram of every Parameter 

 

 

 

 

 

 

Figure 6. The valid cases, fraud cases and outlier fraction 

 
 

 

 

 

 

 

 

 

 

 

Figure 7. The X (all the columns other than class label) 

and Y (array having class labels for samples) 
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                                         Figure 8. The Correlation-Matrix along with the Heat-Map 

 

VI. Process and Working 

 

Previously, Support Vector Machines (SVM) were relied on for the detection of outlier, but it was time-

consuming when it came to complex datasets. Isolation forest  and Local Outlier Factor are provided by sklearn 

package and are Anomaly Detection Methods. The Score of Anomaly of a sample is called Local Outlier Factor 

in case of the Local Outlier Factor Algorithm. The main significance of the local outlier factor is, that it records 

the local deviation of density of the sample in relation  to its neighbor. However, in case of the Isolation Forest 

Algorithm, its use is that it separates observations by haphazardly choosing a feature , then haphazardly 

choosing a split value between the maximum and minimum values of the chosen feature. The Tree Structure is 

used for representing,  the recursive partitioning, for us to understand the number of splitting, for the sample 

isolation and is equal to the path length, from root to the terminal node, which is the measure, of decision 

function and normality. The shorter paths, for the anomalies, can be produced by Random Partitioning. For the 

samples, Forest of random trees produce shorter paths and they are more reclining to be anomalous. The y 

prediction values, that we get, would be negative for the outlier and for the inlier, 1.  But we need to process this 

information, before the comparison of it to the class label, where class label 1 represents fraud event and 0 

represents genuine events. Classification metrics is run. It provides necessary details, such as precision, method 

name, recall and f1 scores and number of errors. 

VII. Evaluation metrics 

 

To classify the transactions as fraudulent and genuine we use different standards apart from accuracy like :-- 

 

• Precision 

• Recall 
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• F1-Scores 

• Support 

 

These Standards however, are dependent on the ‘Actual Class’ and the ‘Predict Class’, so we are using a 

confusion matrix(figure 9.) of 2x2 to understand more. 
 
 

 

 

 

 

 

 

 

 

 

                       Figure 9. The Confusion Matrix  

 

True Positive:  The values of actual class as well as the predicted class are ‘YES’. 

True Negative: The values of both actual class and      predicted class are ‘NO’. 

False Positive: The value of the actual class is ‘NO’ and the value of the predicted class is ‘YES’.  

False Negative: The value of the actual class is ‘YES’ and the value of the predicted class is ‘NO’. 

  

When there is a contradiction between, the Actual and the Predicted Classes, this results in the False Positive 

and the False Negative classes. 

 

The Standards of Correctness are calculated as follows :-- 

Precision:   Precision= (TP)/(TP x FP) 

Recall:        Recall= (TP)/(TP + FP) 

F1-Score:    

F1-Score= 2 x (Recall x Precision)/(Recall + Precision) 

Support: It is the number of actual occurrences of any class.  

 

Results 

 

In complex datasets, like the one we have used, isolation forest proves to be a good method as in 30% of all 

times, it can detect fraudulent transactions. 

 

In case of Local Outlier factor Algorithm, the total number of errors is 173, and that’s comparatively high, and it 

is 99.696% (approx.) accurate. f1-score  and precision are not that good. We have a precision of 100% for class 

0 and very less amount of fraudulent transactions are found for class 1. 

 

In case of Isolation Forest Algorithm, the total number of errors is 127, and that’s relatively low, and it is 

99.777% (approx.) accurate. We get 30% precision for class 1. F1-scores are better than those of the local 

outlier factor algorithm.  

 

Isolation Forest Method has given us better results. 

We have also compared our methods, Isolation Forest Algorithm and Local Outlier Factor Algorithm . 

 

 

 

 

 

 

 

 

 

Figure 10. The Results of the Isolation Forest Algorithm (0 states the valid transactions and 1 states the fraud 

transactions) 
 



Turkish Journal of Computer and Mathematics Education      Vol.12 No.12 (2021), 837-846 

                                                                                                                        Research Article                                                                                                                                                                                                                                                                                                                               
 

844 

 

0

0.2

0.4

0.6

0.8

1

1.2

Local Outlier
Factor(0)

Local Outlier
Factor(1)

Precision

Recall

F1-Score

0

0.2

0.4

0.6

0.8

1

1.2

Isolation Forest(0) Isolation Forest(1)

Precision

Recall

F1-Score

 

 

 

 

 

 

 

 

 

 

 

Figure 11. The Results of Local outlier factor algorithm (0 states the valid transactions and 1 states the fraud 

transactions) 

 

 

Figure 12. Variation charts for the Isolation Forest Algorithm and the Local Outlier 

factor algorithms 

 
  

 

 

 
 

 

 
 

 

 
 

 

                                                                  Table 1. Comparison of Different Algorithms  

 
   

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

                                                  Figure 13. Graphical representation of the Comparison 

    

 

Algorithm 

 

Accuracy(%) 

Random Forest  95.5 

Decision Tree 94.3 

Logistic Regression 90 

Isolation Forest 99.77 

Local Outlier Factor 99.69 
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 Conclusion 

 

The dataset of type (.csv) was imported, pre-processed, explored and described, histogram was plotted, to check 

the unusual parameters. Correlation matrix has been done to know the important parameters for the class. The 

algorithms being  used by us are Isolation Forest Algorithm and Local Outlier Factor Algorithm for doing the 

anomaly detection. We have also understood the significance of examining,  precision and data.  

 

We have also noticed that, compared to local outlier factor, Isolation Forest has relatively better efficiency, 

precision, f1 and recall scores. Neural Networks could be used in future to train the system for being more 

accurate [5]. Fraud detection in credit card needs a lot of planning, before applying, the algorithms of Machine 

Learning to it. Hence, we can say that it is a complex issue. However, it makes sure that the card user’s finance 

is safe . So, we can also say that, it is the application of machine learning and data science, made for the welfare 

of the people.  

 

Our Proposed methods gave us the highest accuracies(table 1 and figure 12). 

 

Implementation of the system, using neural networks, for training the system, to obtain better accuracy, will be 

included in the Future Work.  

 

The following are the advantages:-- 

 

1) Reduced number of fraud transactions. 

2) Credit Cards can be safely used, for the online transactions, by the user. 

3) There is more security. 

 

There are a few disadvantages, they are as follows:- 

 

1) Huge Datasets are good for the machine learning algorithms to work. For less amount of data, the 

sresult might be inaccurate. 

2) Quite a lot of data, would be needed for the machine learning algorithms to be more accurate. 
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