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Abstract: In our day to day life we come across a lot of diseases and one of the most commonly heard Auto-immune disease 

is Diabetes Mellitus. Diabetes is a non-communicable disease, that has affected the lives of many people due to its effects and 

medications available as of today. There are a number of medical facilities available in the healthcare industry, however a 

specific computational technique to predict and detect diabetes is not available. Inorder to overcome the problem, a prediction 

based model needs to be developed. To develop a model, a dataset containing patient details is required along with the necessary 

attributes needed for testing the presence of Diabetes on the patient. The process is divided into training, validation and testing. 

There are many Machine learning algorithms available for the study. Some of them include XGB Classifier, Logistic 

Regression, Gradient Boosting Classifier, Decision Tree, Extra Trees Classifier and Random Forest and LGBM Classifier 

Algorithm. Out of all the above algorithms, the LGBM Classifier Algorithm is considered to give the most accurate results. 

The LGBM is a Light gradient Boosting Algorithm which can be implemented using classifiers. The PIMA Indian Dataset is 

used in this study for the comparison of the different algorithms mentioned above and an accuracy of 95.20% is obtained using 

the LGBM Classifier Algorithm. Therefore the LGBM classifiers can be used to develop a data model for detecting and 

predicting diabetes. 
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1. Introduction 

 

Diabetes Mellitus is one of the Auto Immune Disease that may be caused by a number of factors such as 

hereditary, environmental conditions, food intake etc. that is growing fast among many other disease in today’s 

era. Diabetes Mellitus can be of two types, Type-1 which commonly affects children and adolescent and Type-2 

Diabetes mostly appears in aged people[3]. Diabetes as such is caused by the change in the blood-sugar 

level(glucose) in the body. It is caused when the maltose level present in the blood cannot be controlled by the 

body. The insulin content produced by the body has no response from the cells of the body[7]. This is currently 

being treated by using insulin injections in certain cases and by continuously monitoring through diet and exercise 

in some cases depending on the intensity of the Glucose level.  Some of the early symptoms of diabetes is frequent 

thirst, itch skin, headache, frequent urination, tiredness etc. The people affected and unaffected are not considering 

the serious causes and effects of the disease and how it can prevented. Even if prevention is not possible in certain 

people, some precautionary measures can be taken to help an individual affected by  diabetes[3].   There are 

many advanced technologies in the healthcare industry, however there is no particular cure that is immediate for 

the diabetic disease[5]. This causes many diverse effects in the health of human. Many research has been conducted 

for identifying the root cause and specific medications for the particular patient. Big Data Analytics, Data Mining, 

Deep Learning are some of the genres that are used[5].  

 

Big Data Analysis plays a vital role in obtaining data from large amount of information. It is used as a tool to 

design the data collected and analyze it. Data Mining is used to retrieve data from databases and store as dataset 

that can be used later for analysis. The other tools that are used for health related concerns are statistical tools, 

linear regression, multiple regression, clustering, regression techniques etc[32]. By using these technologies, many 

datasets are created and the relevant information of the patient affected by the disease is given and the output is 

predicted. This improves the facilities in the medical industry and results in lesser affected rate of the disease[33].  

 

A number of algorithms are developed using the classification techniques such as Regression, Decision 

Trees(DT) and Support Vector Machines(SVM)[12]. Many association algorithms can also be used for the same. 

However, as of today’s advancement no such data model is developed for predicting and detecting diabetes as a 

whole. If such a data model is created it will become easier to overcome the diabetes disease in the future[9].  
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Fig 1.1 Areas for Diabetes Mellitus 

 

The hospitals consists of data necessary about the patient. These data can either be structured or unstructured.  

The most commonly used data is the raw data that has been received directly from the patient. The disadvantage 

of raw data is that it increases the steps of analyzing and categorizing data[11]. Based on the variants in which the 

data is characterized, the results obtained varies.  

 

To overcome this problem, the data is selected and converted into data frames and from that it is further 

proceeded. This data is then separated as training data and testing data. The training data consists of datasets that 

already has some knowledge, whereas the data under testing are newly given the knowledge[25]. A validation step 

is carried out in between the training and testing procedures to give a clearer picture of data that can be used for 

the study. By doing the above procedures, Channeling of data is done[1].    

 

Some of the algorithms invloved in the study include Decision Tree, Extra Trees Classifier, Logistic 

Regression, XGB Classifier, Random Forest, Gradient Boosting Classifier and LGBM. “The LGBM Algorithm 

depends on decision tree algorithms, it divides the tree leaf wise with the best fit though other boosting algorithms 

split the tree profundity wise or level wise as opposed to leaf-wise” [19].  

 

 
 

In the above diagram, each leaf is considered as a type of data and its branches are considered as the different 

sub groups to each data involved[14]. Therefore, when developing on a leaf from the already existing one, the 

accuracy is improved and this brings more improved advanced approach to retrieve information and process it 

using the different algorithms involved. It occurs very fast and henceforth obtains the name “Light”[15]. 

In this paper the comparison of the research being carried out for detecting and predicting diabetes using the 

various algorithms are compared and studied. 
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Section 1 gives the fundamental information about the Diabetes Mellitus Disease, Section 2 provides the ways 

in which the different techniques can be used, Section 3 provides details about the various studies and work 

observed for the diabetes disease, Section 4 focuses on the different algorithm used and the prediction methods for 

the same. In section 5, the results are discussed and obtained. The conclusion and future work are given in Section 

6 

2. Related work 

 

In the medical field, many ML algorithms are used for detecting and predicting diseases. Diabetes is one such 

disease that uses ML techniques to obtain  the most accurate solutions for Diabetes. 

 

Mercaldo et al.[16] in their study, used 6 different classifier algorithms which included Multilayer Perceptron 

algorithm, JRip algorithm, Hoeffding Tree algorithm, J48 algorithm, BayesNet algorithm and Random Forest 

algorithm. The authors in this study used the PIMA Indian Dataset. [16]. The authors have taken two commonly 

used algorithms namely Best Initial and Greedy Stepwise, to check the differential characteristics that help in 

defining the concept classification used. Four characteristics were taken specifically for their research which are 

age, BMI, plasma glucose concentration and diabetes pedigree function . “A ten – fold - cross veradication is 

pragmatic to the dataset. The classifiers were allied and were thru liable on the value of the recall, accuracy and 

the F-Measure. The result showed the accuracy in the value that was equivalent to 0.757, F-measure equals to 

0.759 and recollection equals to 0.762. From the Hoeffding Tree algorithm we can conclude that it formed the 

highest presentation linked to others”[16]. 

 

Geshwaree et al.[8] used the concept of Glucose Prediction to monitor the diabetes disease. The dataset used 

is taken from 442 patients manually and determined based on some algorithms. The algorithms used are based on 

Auto-regressive models (ARX), Blood Pressure (BP), Total Cholesterol (TC), Low-density Lipoprotein (LDL) 

and High-density Lipoprotein (HDL). The main aim of this study was to present comprehensive critical forecasting 

review on the prediction models of the recent glucose detection and to obtain the best fit based on wireless body 

area network system.[8] 

 

Holden et al.[18], introduced new tools for classification and monitoring of auto immune diseases in general. 

They identified the concept of actionable markers that work as biological metrics that can inform clinical practice. 

These biomarkers are also used for diagnosing a particular disease. Some of the analytical tools used are automated 

multivariate estimation (FLAME), density based merging (DBM) and density normalized events (SPADE). These 

are used for computation and specialization[18]. 

 

Sisodia et al. [27] used Decision Tree algorithm, SVM algorithm  and Naive Bayes classifiers algorithm for 

the prediction of diabetes. The main step was to recognize the classifier having the highest accuracy. The dataset 

used is PIMA Indian Dataset. According to the author, “the 10-folds cross-validation partition was done. The 

performance was evaluated using the measures of the recall, accuracy, the precision and the F-measure. The Naive 

Bayes obtained highest accuracy, measuring 76.30%”[27]. 

 

Sajal et al.[24] has done a comparative study on the different Machine Learning Algorithms that can be used 

foe diabetes detection. The various Machine Learning used by them are Support Vector Machine(SVM), Gradient 

Boosting, Decision Tree, K-Nearest Neighbour(KNN), Logistic Regression and Random Forest. The dataset used 

is PIMA Indian Dataset. The data is divided in training data(70%) and Testing Data(30%). The authors have used 

the concept of Python Data Manipulation Tool and have obtained the accuracy for the diabetic detection. Random 

Forest has the highest accuracy rate of 83%, while the other algorithms have an accuracy of KNN 74.60%, DT 

81.6%, NB 73.6%, SVM 73.7% and LR 75.5%. This can be further improved by using the ensemble machine 

learning methods[24].  

 

Yuvaraj et. al. [34] used 3 machine learning algorithms for their study which are Naive Bayes Algorithm, 

Decision Tree Algorithm and Random Forest Algorithm.The dataset used was PIMA Indian Dataset. The authors 

divided the data into training data and testing data. The data was not pre-processed, however the Information Gain 

method was used for selecting the feature.In total 13 attributes were used out of which 8 were considered active.  

The algorithm gave an output of 94% using the Random Forest Technique[34].  

 

Olaniyi et al. [23] implemented the concept of Back Propagation Algorithm for the Multilayer Feed-Forward 

Neural Network. They used the PIMA Indian Dataset for their study. The dataset was initially normalized and then 

processing of data was carried out. The data was divided into 500 samples for training and 268 samples for testing. 

An accuracy of 82% was obtained[23]. 
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Soltani et al. [29] used the “Probabilistic Neural Network (PNN) to predict diabetes disease”. The algorithm 

was applied to the “PIMA Indian dataset”. The author did not apply the pre-processing technique. However, “the 

dataset is alienated into 10% for the setting customary and 90% for the training set. The projected technique 

attained exactness of 81.49% for testing and 89.56%, for taxing data”[29]. 

 

 

John Martinsson et al.[14] in their research presented a neural network that is prototypical and is prophesied 

based on blood glucose levels simplifying the estimate level of vagueness during the prediction procedure. The 

dataset used is the T1DM Dataset, which considers the glucose level. The method is used to evaluate the 

Surveillance-error-grid (SEG) technique and the root-mean-square-error (RMSE) metric [14]. 

Jayanthi et al. [10] have concluded a predictive examination by using seven regression models. They include 

linear regression algorithm, polynomial regression, Lasso regression algorithm, logistic regression algorithm, 

stepwise regression, ridge regression and elastic net regression algorithm. In this paper, the idea of existing 

“predictive models” and “clinical predictive models” is given. In future, the truth of the existing system can be 

developed to a more by using many other predictive models and techniques[10]. 

 

Guolin et al. [4] has analyzed the concept of the LGBM Algorithm. They have used dual techniques : “Gradient 

Based one sided Sampling and the Theoritical Analysis” of the same. It includes exclusive Feature Bundling of 

large instances of data and produces results[4].   

 

3. Basis of lgbm  

 

There are many Machine Learning Algorithms that can be used to determine the accuracy of dataset involved. 

However, the LGBM Algorithm was considered to have the highest accuracy[17].  

The LGBM Algorithm stands for Light Gradient Boosting Machine. The LGBM Algorithm mainly involves 

two concepts. They include GBDT (Gradient Boosting Decision Tree) or GOSS (Gradient based one-sided 

sampling). These  algorithms are mainly used for prediction procedures of samples used during the study[17]. 

 

3.1 Gradient Boosting Decision Tree: 

The GBDT is an algorithm that involves boosting technique. The concept of Boosting is a collective process 

that acts as   a stronger classifier from a number of weaker classifiers involved. This can be obtained by building 

a model framework by working out the data included. It is then produced using a 2nd model that can be rectified 

from the mistakes included from the basic model framework created[31]. The efficiency, correctness and 

interoperability are its crucial factors that have to be measured. It is a growing tree data that is effective and 

accessible to all users[30] . 

 

3.2 Gradient based one-sided sampling: 

The other common algorithm that can be used for predicting is GOSS.  Gradient-based One-Side Sampling 

(GOSS) can be used along with the LGBM Algorithm. When sampling is done, the GBDT whereas this can be 

overcome by the GOSS Algorithm. The down-sampling technique can be used for identifying the precision of the 

samples used[6].  

 

 

 

3.1 Theoretical Analysis 

GBDT uses the verdict trees concept along with a function and is given as follows: “from the input space X s 

to the gradient space G [6]. A training set with instances {x1, · · · , xn} are assumed, where each xi is a vector with 

dimension s in space X . In each restatement of gradient boosting, the negative gradients of the loss function with 

respect to the output of the model are denoted as {g1, · · · , gn}”[6]. “The decision tree model divides each node 

at the most revealing feature (which gives rise to the largest evidence gain). In GBDT, the data improvement is 

measured by the variance after segregating”, which can be explained as below[32].  

 

“Y=Base_tree(X)-lr*Tree1(X)-lr*Tree2(X)-lr*Tree3(X)” 

 

“Definition: Let O be the training dataset on a fixed node of the decision tree. The variance gain of dividing 

measure j at point d for this node is defined as  

 

Vj|O(d) =
1

no

(
 (∑ gi{xi∈O:xij≤d} )

2

n
l|O

j (d)
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2

n
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j (d)
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where nO = ∑ 𝐼[xi ∈ O], 𝑛𝑙|𝑂
𝑗

(d) = ∑ 𝐼[xi ∈ O : xij ≤ d] and 𝑛𝑟|𝑂
𝑗

(d) = ∑ 𝐼[xi ∈ O : xij > d]. This is ended by 

using the concept of GBDT”[22].  

“The variance gain of dividing measure j at point d for this node is defined as 

 

𝑉�̃�(𝑑) =
1

𝑛
(

(∑ 𝑔𝑖 +
1 − 𝑎
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𝑗
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̃

 

 

where 𝐴𝑙 = {xi ∈ A : xij ≤ d}, 
  

    𝐴𝑟
 = {xi ∈ A : xij > d},𝐵𝑙  = {xi ∈ B : xij ≤ d}, 𝐵𝑟  = {xi ∈ B : xij > d}, and 

the coefficient 
1−𝑎

𝑏
 is used to normalize the sum of the gradients over B back to the size of 𝐴𝑐. This is done by 

using the concept of GOSS”[6]. 

 

4. Prediction Models 

 

The models that can be used for prediction of diabetes disease is  

1. Multi stage adjustment model 

2. Sparse factor graph model. 

3. Physiological Model 

4. Hybrid model 

 
The multi stage adjustment model is used to identify the patients who are likely to be affected by the disease. 

The Sparse factor graph model are used to identify the underlying associations during the prediction procedure[2]. 

The physiological model is used to identify the blood glucose level in advance. The hybrid model is used to is used 

to identify if the patient is capable of being diagnosed by the disease within the next 5 years. It is also used to 

produce optimal feature subset[13]. 

 

3.3 Implementation of LightGBM 

The LGBM Algorithm can be implemented well if the parameters considered are correct. There are over 100 

parameters involved. The major parameters that are considered are as follows[21]: 

 

Control - Parameters: 

 

1. Max Depth: This is used to handle overfitting of the model. This determines the depth of the tree. In case 

there is a problem during execution, reducing the depth of the tree will reduce the error. 

2. Min data in leaf: This determines the minimum number of records that the leaf is holding. This is also used 

for overfitting. 

3. Early Stopping around: It is used to speed up analysis. This is used to remove the extra iterations during 

execution. 
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4. Bagging Fraction: The division of data for each iteration is done in this step. This is also used to overcome 

the problem of overfitting. 

5. Feature Fraction: Used for random selection during iteration. 

6. Lambda: This is used for regularizing the values. 

7. Min gain split: It determines the minimum gain required to make in split in a tree. 

8. Max cat group: It is used to identify the split points to group them into boundaries[20]. 

 

Core Parameters: 

 

1. Task: It is used to determine the task that needs to be performed. 

2. Application: It specifies the application of the model whether it belongs to classification or regression 

problem. 

3. Boosting: It is used to determine the algorithm that is suitable. 

4. Learning Rate: It examines the output received after execution depending on the effects caused on the tree. 

5. Number of leaves: It states the maximum number of leaves a tree holds.  

6. Device: This is default[28]. 

 

Metric Parameter: 

 

1. Metric: It is used to identify values for mean squared error, mean absolute error, loss of binary classification 

and loss for multi classification procedures[26]. 

 

 

 

IO Parameter: 

 

1. Max bin: It determines the maximum number of bins that will be used.  

2. Save Binary: It is used for speeding the reading of the data. It is also used to save dataset to binary file. 

3. Ignore Column: It is used to ignore specific columns. 

4. Categorical Feature: It is used to denote the index of the features that are given into categories[26]. 

 

4. Architecture  

 
 

The architecture of the system can be given analytically as follow: It starts with the process of data collection 

unit which is considered as the base cluster. It consists of all the details about the patients. Datasets containing 

historical medicinal data of a patient is significant. Due to this, the datasets can be obtained from databases 

available online. One such example of the database is Kaggle. A dataset that would be used is for the diabetic 

prediction is PIMA Indian Dataset for diabetes that can be taken from Kaggle. The other relevant datasets that are 
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needed can be collected and consolidated to form the final dataset. The final dataset can be loaded into the IBM 

Watson cloud workspace after finalizing the dataset. It is run in a related machine erudition instance. This comes 

under the feature extraction and selection procedure. The machine learning instance verifies the dataset and extracts 

the fields that are unique in that particular dataset. This process is known as feature extraction. 

 

 Later, the structures that are extracted are now available for configuration of the user. The fields are now 

analyzed by selecting the fields using a prognostic algorithm and an output is obtained depending on the the 

relevant outcome.The arguments obtained are organized and this is known as feature selection.  From the selected 

outcomes, grouping of data is done as training data and testing data. The training data produced a more accurate 

result when compared to the testing data. A validation procedure is included in order to filter the data further for 

easy testing.  

 

 The algorithm used to train and test the dataset is LGBM. It delivers maximum accuracy for the dataset tested 

when compared with the other algorithms involved. Following this procedure, the algorithm is selected and the 

dataset is divided into two parts as training data and testing data respectively. The calculation of data is done for 

the dataset taken. It didders based on the different algorithms used for predicting. 

 

 After the user splits the training and testing split, the algorithm will seslect  the data to be used in the dataset 

and trains itself depending on the result obtained. The remaining data is also tested to predict. From the training 

and testing data, the final results are obtained to check into the prediction model which will give out the final 

obtained result.  

 

After the analyzing the data using the predictive model, the results obtained can be observed and extracted in 

a variety of ways such as csv or xml or spreadsheet or word document as per the user’s convenience. The results 

can be fine tuned by running the algorithm with any accessible developments and the accuracy of such enrichments 

can be pre-determined in the training and testing stage itself. Finally the accuracy of the dataset taken can be 

obtained.  

 

5. Results and Discussion 

 

In this research study conducted, the PIMA Indian Dataset is used the process of testing and validation of data. 

The algorithms used for comparison for the given dataset are Decision Tree, Extra Trees Classifier, Logistic 

Regression, XGB Classifier, Random Forest, Gradient Boosting Classifier and LGBM. The level of accuracy is 

checked as a percentage level for all the above mentioned algorithms and an observation that the LGBM Classifiers 

produce the best accuracy with a percentage of 95.20% is found out. The percentage of accuracy given by the other 

algorithms is given in the table below . Hence forth this is the final accuracy percentage for all the algorithms 

compared and studied for the taken dataset.  

 

 

Datase

t : 

PIMA 

Indian 

Dataset 

 

Logisti

c 

Regressio

n 

 

XGB 

Classifier 

 

Gradien

t Boosting 

Classifier 

 

Decisio

n Tree 

 

Extra 

Trees 

Classifier 

 

Rando

m Forest 

 

LGB

M 

 

75.20% 

 

83.30

% 

 

94.10% 

 

94.40% 

 

94.60

% 

 

94.80% 

 

95.20

% 

 

 

6. Conclusion and Future Work 

 

Therefore from the above discussions, we can observe that the LGBM Classifier Algorithm has produced the 

most accurate results by using the PIMA Indian Dataset. It can also be used to develop a data model in future, to 
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predict and detect the Diabetes Mellitus Disease. In future, the LGBM algorithm can be further executed using 

Advanced LGBM Algorithm to castoff and bring out the necessary advancement in the field of medicine and for 

the Diabetes Mellitus Disease.    
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