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Abstract:  

In the new norm and cloud world era, online document generation has exponentially increased. The readers from 

different genres are unable to filter redundant information at a fast-paced rate. The research work is beneficial in 

raising awareness of utilizing online text summarization for distance learning among teachers, researchers, and 

students. It enables academia to quickly access concise and precise information from varied online sources. An 

efficient document summarization model reduces the read-time and improves information diversity; the paper 

presents an extractive summarization technique with a controlled stochastic sentence selection mechanism. The 

controlled stochastic limit is fine-tuned using TF, cosine, and Jaccard similarity measures. This unique sentence 

selection strategy is combined with a meta-heuristic approach to generate multiple solutions iteratively. The fitness 

of summary solutions is evaluated concerning the original document set producing the final summary. The various 

algorithms used for summarization are compared with the recommended model. The ROUGE-1 and ROUGE-2 

values are empirically evaluated over DUC 2001, DUC 2002 datasets, which showcase an increase of 34.49% in 

Recall over the existing methods. 

Keywords: Extractive text summarization, controlled stochastic selection, similarity measure. 

 

1. Introduction 

Recently, the users, trainers, and researchers face issues in accessing and extracting relevant information 

quickly from the massive set of available text data in digital format. The increasing e-learning modules, e-

government digital archives, biomedical literature, legal documents, and news articles require automatic 

text summarization to produce shortened and crisp summary information. The online space is flooded 

with redundant details which need to be synthesized in logical excerpts which are easy to read and 

comprehend. Extractive text summarization can be used to pick the most salient information from the 

plethora of documents and help explore more specific data of the user's interest. The trainers and scholars 

can be empowered by automated text summarization tools to grasp and recollect significant concepts in 

the generic field of mathematics, computer science, biomedical science, social science, law, and 

journalism-related subjects. 

Text pre-processing and sentence selection are one of the key aspects for reducing redundancy 

without compromising the essence of meaningful information in extractive summarization. The 

dissimilarity and similarity between sentences can be exploited for expressing information in a condensed 

form. The researchers have studied different meta-heuristic algorithms and various similarity techniques 

in the past, affecting the performance of text summarization. The existing methods do not focus on tuning 

threshold parameters, responsible for enhancing the uniqueness of sentences in summary. The proposed 

methodology optimizes the selection process of sentences using different similarity measures and 

preserves versatile information in the generated summary text. 

The different sections in this work are structured as follows. Segment 2 gives a concise insight 

regarding the connected work done in the past for text synopsis. Segment 3 describes the recommended 

method, similarity measures, and scheme of implementation approach. Segment 4 explains the various 
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experiments and parameter tuning and the assessment of evaluation metrics of different algorithms. 

Finally, segment 5 consists of conclusive observations and suggestions to additionally improve the 

similarity-based summarization framework. 

 

2. Literature review 

The extractive summarization techniques keep the document information as it is and retains only the most 

essential points. The authors have defined a hierarchical method for summarization that proves to be good 

for smaller document sizes but has a limited accuracy [1], which makes the technique unusable for real-

time document summarizations. Saini N et al. estimated the similitude or disparity between sentences 

utilizing cosine similarity, WMD, and NGD [2]. Results outline the prevalence of the expressed MOBDE 

approach with arbitrary determination. A corpus-based method [3] is described, registering the closeness 

between concise messages of sentence length utilizing a calculation that assesses semantic data and word 

request data suggested in the sentences. Deep learning is another area of research that has come up in 

recent times. Authors claim to have developed a Restricted Boltzmann Machine (RBM) based algorithm 

[4] to improve accuracy of extractive summarization. The general precision of the RBM algorithm relies 

upon the report substance and how the network is trained based on the input features. 

Semantic similarity and Automatic Document Summarization-based extraction are performed 

utilizing the neuro-fuzzy genetic algorithm [5]. Word net-analyzer is used for semantic computing 

similarity. Clustering is also known as one technique that can be used for summarization; the proposed 

novel system [6] straightforwardly creates bunches coordinated with sentence positioning outcomes. In 

this paper, three distinctive positioning capacities in a bi-type archive diagram are developed from the 

given report set. The ranking is applied separately based on initial k clusters. A comparative study of the 

Indian language-dependent semantic graph-based abstractive text summarization technique is provided 

[7]. For Bengali text [8], the authors have evaluated abstractive text summary using deep learning model 

and then measured the sentence similarity between human summary and machine have given summary 

using cosine/Jaccard similarity, word mover distance techniques. Another work uses the Marathi language 

[9] using a graph-based model, combined with the ROUGE features. A language-independent system [10] 

is mentioned, which uses ROUGE features, and also uses sentence re-ranking, and ROUGE can be used 

for both language-dependent and independent cases. Aspects and Comments are two different sides of 

extractive document summarization [11]; authors have conducted experimental studies that portray users 

are inclined towards customized rundowns that precisely mirror their interests. 

Comments-oriented document summarization uses a novel multi-aspect-co-rank model [12] to 

achieve better performance. Tamiya S. et al. have used sentence embeddings with feed-forward neural 

network and centroid embeddings vector [13], which considers the setting of words in a sentence and 

permits catching sentence semantics and connections between sentences. Deepa Anand et al. [14] have 

introduced an information-driven semi-supervised methodology for legal text extractive summarization, 

which doesn’t require domain knowledge or feature generation utilizing various neural network designs. 

Marzieh Oghbaie et al. have recommended a unique pairwise comparison likeness measure between two 

documents [15], but it can be conveniently adapted to any vector type. The researchers wanted to study 

and investigate the similarity/dissimilarity measures and their effect on performance when used on 

extensive data collections for text summarization. In this work, the similarity measures are used with 

controlled stochastic selection for summarization, presented in the next segment. 

 

3. Methods 

The preliminary process of the planned strategy takes a single document as input. The pre-processing 

techniques are applied to the raw text for meaningful harvesting data. A unique controlled stochastic 

selection is introduced, which plays a vital role in an effective summary generation. The different 

similarity measures - cosine, Jaccard, and TF are used for sentence evaluation based on the defined fitness 

function. The output summary is generated and selected based on max fitness when all criteria are met. 

The effectiveness of a system-based summary from the proposed model is compared with the 

corresponding golden summaries using ROUGE evaluation. 
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Figure 1. The controlled stochastic extractive summarization process 

3.1 Pre-processing 

 

The process of extractive summary generation is depicted in Figure 1, where the input text document is 

picked in full-text form. This is further given to the feature extraction unit that applies critical language 

processing techniques, for example, evaluating n-grams, eliminating stop words, chunking, parts-of-

speech labeling, and lemmatization in the text document. 

 

3.2 Controlled stochastic metaheuristic approach 

 

The proposed controlled stochastic selection-based metaheuristic approach is used to find the best 

solution using a mathematical model. The stochastic limit controls the selection of choosing dissimilar 

sentences in the individual summary candidates. The metaheuristic approach is used to generate multiple 

summaries initialized by the number of iteration and solutions. The generation of multiple summary 

candidates helps in obtaining the optimal fitness based on the non-redundancy feature. 

 

3.3 Similarity/dissimilarity measure 

 

A good summary length falls in the range of 30-50% of the actual text document. The summary length is 

configurable and, for the experiment, fixed at a 30% compression rate with the variation of the controlled 

stochastic limit. The choice of sentence candidates in the probable summary depended on the dissimilarity 

between them. The following similarity techniques are used for the evaluation of dissimilarity. 

 

Cosine likeness is an extent of comparability between two vectors (non-zero) that calculates the cosine 

angle amid them. It will, in general, be portrayed like: The worth of this comparability lies between -1 to 

1. Equation 1 shows two vectors are covering or precisely like one another, - 1 demonstrates two vectors 

are inverse to one another, and 0 shows they are symmetrical to one another [16]. As our records contain 

text, to quantify cosine closeness between two sentences, sentence vectors are required [17]. 

 

𝑆𝑐𝑜𝑠(𝑠1, 𝑠2) = 
𝑠1 (𝑠2)𝑇

√𝑠1 (𝑠1)𝑇√𝑠2 (𝑠2)𝑇
      (1) 

Jaccard similarity measures the closeness between two sets and is figured as the count of fundamental 

terms by the count of intriguing terms regarding the two sets (Jaccard, 1908), as shown in Equation 2. For 

our situation, set  𝑠1 comprises the exceptional words in the main sentence, and set  𝑠2 comprises the 

novel expressions of the subsequent sentence [18]. 

 

𝑆𝑗𝑎𝑐𝑐𝑎𝑟𝑑(𝑠1, 𝑠2)  =  
| 𝑠1∩ 𝑠2|

| 𝑠1∪ 𝑠2 |
     (2) 
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TF (Term Frequency) technique, as defined in Equation 3, makes sure that the overall document is 

described with the help of assistive features, which can be used in the other part of the process to help in 

better document summarization [19]. For example, if the input document has a lot of stop words like 'if,' 

'and,' 'the,' etc. then, while comparing these words with the original document in the post-summary phase 

will make a lot of miscalculations due to the fact that the following two lines, 

 

"We are going for a field trip." 

and, 

"We are having this for a wedding." 

 

TF(𝑡, 𝑑) = 
𝑓𝑑(𝑡)

max 𝑓𝑑(𝑤)
      (3) 

 

Are entirely different sentences and have completely different meaning, but while comparison with each 

other, these lines will get a term frequency (TF) score of 0.57 for each line, which is incorrect. But, after 

application of NLP, POS tagging, and chunking for stop words removal, these lines will get transformed 

into, 

 

"going field trip." 

and 

"having a wedding." 

 

This will make the TF score of 0 for each of the lines, and thereby improving the accuracy of comparison, 

which in turn improves the accuracy of the overall summarization process at large. Thus, proper feature 

extraction from the input document is a must, and this block should be designed very carefully to achieve 

high accuracy for the summarizer. 
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The above Algorithm 1 depicts that the stochastic process is controlled using the stochastic similarity 

limit parameter 𝑠𝐿; this parameter is selected by the user on run-time. The proposed algorithm is 

explained below with relevant equations: 

 

Let the full-text document is represented by 𝐷 where; 

 

𝐷 = (𝐿1, 𝐿2 … … . 𝐿𝑛)       (4) 

D consists of n number of tokenized lines starting from 𝐿1, 𝐿2, … … … 𝑡𝑜 𝐿𝑛 as formulated in the above 

Equation 4. 

𝐶𝑆𝑆 = ∑ ( ∑ ∑ (1 − 𝑠𝑖𝑚)(𝐿𝑖, 𝐿𝑗)𝑛
𝑗≠𝑖

𝑛
𝑖=1 > 𝑠𝐿)𝑁

𝑘=1     (5) 

The above Equation 5 defines the controlled stochastic solutions 𝐶𝑆𝑆 based on the non-redundancy 

feature, where 𝑛 represents the total count of lines present in the D document, N is the compression 

factor, and 𝑠𝐿 represents the stochastic limit defined to control the degree of dissimilarity between 

sentences compared within the document. 

3.4 Optimal summary selection 

 

Multiple summary solutions are generated by the above metaheuristic algorithm, which is further 

scrutinized based on the fitness function explained below. 
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𝑓 = ∑ (𝑠𝑖𝑚 (𝐶𝑆𝑆, 𝐷 − 𝐶𝑆𝑆))𝑁
𝑘=1       (6) 

The fitness function 𝑓 is defined in the above Equation 6, which provides the relation between the 

solution summaries and the original document where 𝑁 represents the count of lines present in solution 

candidates with the compression rate. This Fitness function is calculated by finding similarities between 

the controlled stochastic solution and the rest of the document. 

𝐹𝑖𝑛𝑎𝑙 𝑠𝑢𝑚𝑚𝑎𝑟𝑦 = max(𝑓)  𝑠𝑢𝑚𝑚𝑎𝑟𝑦 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑠   (7) 

 

The other solution summaries are generated by the summarization model, and as per the above Equation 

7, the solution with maximum fitness gets qualified for the ultimate summary. 

 

4. Results and observations 

 

4.1 Experimental Setup 

 

The benchmark datasets, DUC-2001 having 309, and DUC-2002 having 567 text news reports (as 

archives), individually written in English, are utilized for the text summarization experiments as depicted 

below in Table 1. A golden summary of approximately 100 words is available for each record [20]. The 

golden summary is used distinctly for the assessment of the created summary. 

 

Table 1. DUC 2001 and DUC 2002 Dataset description 

 

Dataset Description DUC 2001 DUC 2002 

Origin TREC TREC 

Count of Documents 309 567 

Themes 30 59 

Summary Length 100 terms 100 terms 

 

4.2 Evaluation matrices 

 

ROUGE analysis is used to evaluate the recommended summarization framework [21]. Through this 

analysis, overlapping terms are assessed over the golden and proposed model summaries. Elevated 

ROUGE value gives more closeness of generated summary with the golden summary. ROUGE score is 

defined below in Equation 8: 

 

𝑅𝑂𝑈𝐺𝐸 − 𝑁 =
∑ 𝑠∈𝑠𝑢𝑚𝑚𝑎𝑟𝑦𝑎𝑐𝑡𝑢𝑎𝑙 ∑ 𝑁−𝑔𝑟𝑎𝑚𝑠∈𝑆 𝐶𝑜𝑢𝑛𝑡𝑚𝑎𝑡𝑐ℎ (𝑁−𝑔𝑟𝑎𝑚)

∑ 𝑆∈𝑠𝑢𝑚𝑚𝑎𝑟𝑦𝑎𝑐𝑡𝑢𝑎𝑙 ∑ 𝑁−𝑔𝑟𝑎𝑚𝑠∈𝑆𝐶𝑜𝑢𝑛𝑡 (𝑁−𝑔𝑟𝑎𝑚)
  [8] 

 

N addresses the n-gram length, 𝐶𝑜𝑢𝑛𝑡𝑚𝑎𝑡𝑐ℎ( 𝑁 − 𝑔𝑟𝑎𝑚) represents the greatest count of covering 𝑁 −
𝑔𝑟𝑎𝑚𝑠 among golden and evaluated solution, 𝐶𝑜𝑢𝑛𝑡 (𝑁 − 𝑔𝑟𝑎𝑚)s means the all outnumber of 𝑁 −
𝑔𝑟𝑎𝑚𝑠 found in the golden solution. ROUGE1 considers the count of unigrams, and ROUGE2 represents 

the count of bi-grams in the golden and evaluated summary [29]. 

4.3 Parameter setting 

The study of the stochastic selection of sentences is carried out with cosine, Jaccard, and TF similarity 

measures calculations. The various input parameters like number of iterations, number of solutions, 

compression rate, controlled stochastic limit, and usage of specific similarity measure are fine-tuned for 

finding the salient sentences to form summary solutions. The selection of dissimilar sentences with 

stochastic limits 𝑆𝐿 has improved the non-redundant information in summary. In the proposed method, 

multiple values 0.60, 0.70, and .80 are used to understand the impact of stochastic limit 𝑆𝐿 selection. 

4.3.1 Compression rate 
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The proposed model provides flexibility in choosing the optimal compression rate for text summarization. 

It is observed that efficient results are obtained when the compression rate is set at 30% of the full-text 

document. It can be used for the generation of precise and custom length summaries according to the 

user's input criteria.  

4.3.2 Controlled stochastic limit 

In the proposed method, the metaheuristic approach is used to find the optimal solutions based on 

maximizing the fitness function. The distribution of various ROUGE scores with individual similarity 

measures are displayed in Table 2. After multiple trials, a stochastic limit of 0.7 is found appropriate to 

improve the diversity in the final summary. The best ROUGE values are observed when 𝑆𝐿 is set at 70%, 

which governs the uniqueness of sentences in the summary solution. The compression ratio for the 

proposed algorithm is controlled by the output parameter N, which is varied according to the user. N is 

kept at 30% of the input lines, which makes the algorithm’s output to be adaptive in terms of the actual 

number of output lines. 

Table 2. Stochastic controlled limit at 30% compression with ROUGE score of DUC dataset 

Dataset 
Stochasti

c limit 

Compressio

n rate 

Similarit

y 

measure 

ROUGE-

1 

ROUGE-

2 
ROUGE-SU4 

ROUGE-

L 

 

DUC 

2001 

Documen

t 

5089 

Summary 

for 100 

words 

.8 30% 

Cosine 0.62385 0.18447 0.29897 0.44 

Jaccard 0.59633 0.19417 0.28454 0.42 

TF 0.58322 0.16505  0.2701 0.36 

.7 30% 

Cosine 0.65138 0.27184 0.34021 0.46667 

Jaccard 0.55046 0.17476 0.25773 0.32 

TF 0.55963 0.14563 0.25155 0.38667 

.6 30% 

Cosine 0.58716 0.20388 0.28454 0.4 

Jaccard 0.59633 0.19417 0.27629 0.42667 

TF 0.55963 0.12621 0.24124 0.33333 

DUC 

2002 

Documen

t 

0060 

Summary 

for 100 

words 

.8 30% 

Cosine .055963 0.19608 0.28632 0.4444 

Jaccard 0.53211 0.11765 0.21474 0.4244 

TF 0.55046 0.16667 0.26737 0.4103 

.7 30% 

Cosine 0.63303 0.29529 0.38263 0.56944 

Jaccard 0.59633 0.16667 0.26105 0.45833 

TF 0.5674 0.27451 0.35789 0.54167 

.6 30% 

Cosine 0.6055 0.28431 0.36632 0.51389 

Jaccard 0.55963 0.23529 0.31158 0.47222 

TF 0.56881 0.26471 0.32842 0.48611 

The performance of Average Recall values across DUC-2001 and DUC-2002 document collection and 

the ROUGE evaluations over various stochastic limits with multiple similarity techniques is represented 

in Figure 2. 
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Figure 2. ROUGE evaluation over different stochastic limits  

4.4 Comparison of methods 

The performance of the proposed algorithm with DUC datasets and some of the manually generated 

datasets are compared. It is observed that the changes in the input dataset become irrelevant when a large 

number of documents are taken for summarization. The cosine similarity measure outperformed the other 

two Jaccard and TF similarity techniques used for summarization. The various parameter values are 

initialized to specific values to get the maximum fitness scores while performing the experiments. The 

different methods which are compared for the extractive text summarization are listed in Table 3. 

Table 3. ROUGE of average Recall comparison between various algorithms 

Algorithms 
DUC-2001 DUC-2002 

ROUGE-1 ROUGE-2 ROUGE-1 ROUGE-2 

DE [22] .4786 .1853 .4669 .1237 

Cosum [23] .4727 .2012 .4908 .2309 

Unified Rank [24] .4538 .1765 .4849 .2146 

SVM [25] .4463 .1702 .4324 .1087 

FEOM [26] .4773 .1855 .4658 .1249 

Manifold ranking [27] .4336 .1664 .4233 .1068 

QCS [28] .4485 .1852 .4487 .1877 

Proposed Controlled stochastic 

selection based summarization 
.5940 .2685 .6601 .2850 

The average Recall values obtained from these methods QCS (Query cluster summarize), FEOM (Fuzzy 

evolutionary optimization model), SVM (support vector machine), DE (Differential evolution), are 

compared with the proposed technique in Figure 3. The results and analysis indicate that the 

recommended model is at par compared with the other existing methods. 
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Figure 3. ROUGE evaluation of proposed method vs. existing methods 

 

5. Conclusion 

In the digital setup offered to instructors and researchers working on multiple domains, without 

summarization, repetitiveness can deteriorate overall summary quality. In the proposed work, the non-

redundancy of information acts as a crucial feature in selecting salient sentences in the summary 

document. The dissimilarities between sentences are evaluated using different similarity measures in a 

controlled manner by using a controlled stochastic limit. The proposed algorithm can accurately find out 

the repetitive sentences, and remove them from the input document, thereby giving a very accurate 

extractive summary. This method performed well on the moderately sized documents taken from the 

standard datasets (DUC-2001 and DUC-2002). The presented work is found at par in comparison to the 

other existing methods using ROUGE evaluation. The unique controlled-stochastic sentence selection-

based text summarization method would keep the computing and mathematics enthusiasts interested in 

effectively carrying out their research and innovation work. In the future, this model can be extended for 

multi-document summarization with different types of similarity measures to improve performance. 
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