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Abstract: Early detection of breast cancer dramatically increases the odds of treatment and strategies 

are needed that allow fast, accurate and inexpensive early detection and detection. Vibrational 

spectroscopy is a forward-looking approach with all these features. A characterization and visualization 

strategy focused on statistical evidence for automated diagnosis needed to take the next step toward 

transforming this technology into a clinical instrument. In this paper, a diagnostic model was developed 

from the axillary lymph node tissue of patients suffering from breast cancer. Various classification 

methods have been examined for this reason. The best choice of classification system was a support 

vector machine (SVM) as it accurately categorized 100 per cent of the unseen test sample. The resultant 

diagnostic frameworks have been carefully checked for their strength against spectral corruption 

predicted during routine clinical testing. It shows that a potential diagnostic routine has adequate 

robustness. Strategies for image processing have been built in this work towards a fully automatic 

identification of vibrational experimental observations. These technologies may identify interesting 

characteristics and foresee tissue pathology.  

Keywords: Linear   Discriminant Analysis, Support Vector Machine, Infrared Spectroscopy, Principal 

Component Analysis. 
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1 Introduction   

Cancer is one of the leading causes of death in Western countries and the occurrence 

continually grows worldwide. For example, approximately 298,000 people are diagnosed with 

other cancers per year in the United Kingdom. In only 2008, over 156,000 people died from 

the outbreak (Wisconsin UK, 2010a). 

The success rate is determined greatly by the detection stage of malignancy. Thus early 

diagnosis allows an earlier clinical intervention and contributes to the reduction of premature 

mortality. This makes it desirable to use approaches that facilitate early detection or even 

population surveys. Breast cancer screening is an explanation for this test. This procedure 

enables calcium deposits of breast tissue to be detected, which also indicate a malignant lesion. 

Biopsy is essential for the differentiation between malignants and benigns when enlarged 

lymph nodes are detected [1]. 

The use of histological strategies (based on the tissue) and cytogenetic strategies (based on the 

cells) is usually investigated [2]. There are some drawbacks to these methods. They are 

arbitrary, for example, and the diagnosis relies on a pathologist's judgment. The results will 

also vary whether the same specimen is tested by the same pathologist or by various 

pathologists at separate moments. Another drawback is that biopsy is an invasive process that 
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presents patients with pain and pain. Ultimately, it takes time to complete the examination 

procedure [3]. 

All choices may be explored due to the inconveniences with recent diagnosis and screening 

approaches. For such approaches, non-invasive, quick, objective, low-cost, high performance 

and only minimum training standards will be required. These requirements could be met by 

spectroscopic interventions, such as chromatographic techniques involving strategies such as 

Raman and infrared spectroscopy which presented extremely impressive techniques for 

diagnosing diseases and continuing medical use [4]. 

Like modern spectroscopic techniques, numerous diseases of different types of human tissues 

may be diagnosed. Normally the visual examination of the resulting vibrational spectrum does 

not distinguish the stable from the diseased tissue. Therefore, precise classification of computer 

patterns must be implemented in order to enable potential medical applications [5].  

1.2 What is cancer?  

  Cancer is a life-threatening illness in humans and a developing concern for the world of today. 

Cancer is caused by the remonstrations of cell division and uncontrolled growth[6]. Figure 1.1 

shows a scheme of lack of natural growth power. As a result, tumor cell development 

contributes to tissue lump forming. By expanding to other tissues and organs a new tumor may 

become malignant. There are two ways of expanding: by invasion of neighboring tissues and 

cells or breast cancers. Metastases are typically supplementary tumors produced by tumor cells 

that have subsequently been transported into other parts of the body via blood and lymph 

vessels. 

The tumor development and further expansion in other tissues will lead to organ failure, 

digestive blockage, pipework and hollow organs, and eventually death. 

  

 

Figure 1.1 Framework stages of cancer 

 The development of molecular cancer influences cell structure. Therefore, the composition of 

nucleic acid, protein, lipid, and starch in cancer cells differs from regular cells. This involves 

an elevated chromosomes to cytoplasm ratio, gene expression disorder, and changes in protein 

and lipid concentrations. Due to the active vibration of a large number of biological 

compounds, both infrarouge and Raman can be studied [10]. The presence of vibratory 

spectrums shows already minor improvements in the chemical content of cells. Vibrational 

spectroscopy approaches therefore can now detect small variations in tissue, making them an 

excellent instrument for identifying cancer and scoring cancer [11]. 

Related work  

At present the numbers of reported incidents of cancer is increasing steadily and can be viewed 

as an epidemic. About 10,9 thousand young patients diagnosed in 2002 and 6,7 million deaths 

globally. More than Then in 2006 in Europe 3.1 million new cases were registered. The same 

year, there were 1,7 million deaths in the country caused by cancer. There were nearly 298,000 
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new cases of cancer in 2008 in the UK. One in three people is expected to grow cancers 

throughout their lives (Cancer Research UK, 2010a). 

Breast cancer became the primary cancer for women in 2007 with more than 45,000 additional 

incidences. Because of this, about a third of all reported incidents of cancer in females are 

diagnosed with breast cancer. The incidence of breast cancer in Great Britain has increased by 

more than 50 per cent over the last 25 years. (Research Cancer United Kingdom, 2010b). 

Around one in ten women in Western countries are actually expected to undergo breast cancer 

(Stratton et al., 2008).  

 

  The 10 most important tumors of both males and females are seen in these graphs. Breast, 

prostate colorectal and lung cancer are the most prevalent forms of cancer. Many as half of all 

incidents of cancer in the UK in 2007 were caused by these cancers. Adjusted from: Studies 

on Cancer UK (2010a) 

 

In 2008, 27 percent of all deaths in the United Kingdom were due to cancer and one in four 

deaths. Lung disease, colorectal, breast and prostate cancer lead to the majority of deaths 

(Cancer Research UK, 2010c). 

Lung cancer is the cancer with the highest death rate. Although the prevalence of breast cancer 

is greater for women, The greatest prevalence of lung cancer in adults, and the greatest mortality 

is prostate cancer. (Cancer Research UK) Adapted from: (2010c)  

 

Problem Statement 

Breast cancer is serious problem any type of problem in that area to identify after the breast 

diagnosis. 

It gain pre-knowledge about cancer disease which measures to adapt to solve problem 

regarding breast cancer.  

Methodology 

In order to discriminate between insidious and initial infrarouge tissue samples, machine 

learning methods have been studied. 

Variability across patients and reproducibility against system-to-system changes. There have, 

thus, been examined the ability to distinguish the tissues by the cancerous states in various 

classification techniques, such as linear discriminant analysis (LDA), partial least square 

discrimination analysis (PLS-DA), and support vector machines (SVMs). 

2 Cancer diagnostics Current techniques 

  No single study for the correct diagnosis and stadium of cancer is currently available [12]. In 

typical cases, patients accused of malignancies are studied using various imagery methods, e.g. 

X-ray imaging, MRI and computer tomography (CT). For example, biopsy, which is part of a 

category of X-ray computed tomography, is a commonly used instrument for screening breast 

cancer [12]. The application of calculation of special components in body fluids is another 

option for the detection of malignant growth. One such examination is the measurement of the 

level of blood serum Prostate-specific antigen (PSA) which may indicate ovarian cancer 

development [14]. The results are not yet available. 

Substantial tissue samples are removed from the region 15] affected by suspected tumors, e.g. 

mammograms or the involvement of biomarkers such as elevated PSA levels throughout the 
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blood. Pathologists applying various procedures for tissue fixation, subdividing and 

discolouration are analyzing biopsy samples were collected. Pathophysiology is therefore the 

preferred method that confirms cancer existence or lack and even the current tumor. Figure 2.1 

shows examples of (H&Es) Breast tissue sample hematoxyline and eosin stain. 

 
Figure 2.1 Cancer diagnostics Current techniques 

2.1 Emerging biomedical photonics techniques  

Photonics covers infrared waves and can be described as the transmission of energy by 

signals with structural and optical properties [16]. The power volume, in existing 

functionality to the wavelengths, is the electromagnetic spectrum produced. The amount of 

light absorbed, the greater the electromagnetic wave energy [17]. 

2.2 Spectroscopy of Vibrational 

  Electron interactions bind molecules together in a molecule. In connecting orbits, relative 

location of electrons and atomic core can alter. Such a shifted location is generally 

considered a vibrational mode and can only be arranged according to the quantum theory 

legislation. Figure 2.3 shows a schematic diagram of triatomic molécules vibration modes, 

involving perfectly straight deformations, asymmetric deformation of the stretch and 

bending. Multiple dynamic vibrational modes may be present in molecules composed of 

more than three atoms.[19]. 

 

 

Figure 2.3 Vibrational modes 

2.3 Infrared spectroscopy  

  IR radiation is a versatile technique that enables the qualitative and several different 

substance types to be detected, and it can be applied both to solids and liquids and to gases. 

Infra - red spectroscopy is now one of the key techniques of analysis. IR spectroscopy also 

applies in several ways, such as polymer chemistry, inorganic material analysis, such as 

ceolites and metal oxides, and semi-conductor structure analysis. 

2.3.1 Infrared instrumentation  

Other spectroscopic methods are usually identical to the simple instrumental system for 

spectroscopic infrared absorption. The electric radiation transmission of a complex sample 

is measured according to a traditional instrument configuration it consists of a light source, 

a reflective instrument, a monitor, a detectors and the incident light. Figure 2.7 provides a 

scheme configuration for an IR spectrometer. 
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Figure 2.7 Structure of IR spectrometer. 

2.3.2 Fluorescence spectroscopy   

Fluorescence refers to the region of spectroscopy of luminosity. Luminescence occurs 

generally as an electron moves from a stimulated electronic configuration to a lower 

electronic configuration [23]. A molecule or atom consumes energy supplied by the 

photons at a certain wavelength [30] to raise the electron into an energy level. Approaching 

or observable light is generally used for this function. Not all of the molecules that relax to 

the surface convey fluorescence, but they provide thermal energy [24]. This is known as a 

non-radioactive transition. For contrast, fluorophores are considered molecules incapable 

of a radiative transition [29]. The fluorescence released is usually longer in wavelength, 

since a limited quantity of energy is converted to infrared radiation [25]. The light emitted 

is identified and further analyzed [31].  

 

 2.3.3 Elastic scattering spectroscopy  

As mentioned previously, a photon will communicate with the molecule in various ways 

and, thus, an unstable dispersion is another potential interface between being an event 

photon and a molecule [26]. This light exchange reflects photon event by a substance 

without altering the force. Elastic dispersion spectroscopy (EES) thus measures photons 

that were dispersed with the molecules of the sample. Through its refractive index or 

density, the elastic distribution capacity of a composites increased. 

 

3 Machine learning in vibrational spectroscopy  

Machine learning comes from the definition of knowledge learning [18]. Those classes of 

a pre-defined dataset, with each sample class being known, are then trained in an 

algorithm.This collection of data is often referred to as a training data sets [27]. This 

collection of data is used to construct a statistics model in order to represent unregulated 

cell division's majority class. It must preferably be checked with unsightly data to determine 

the predictive ability of the resulting model [28]. One typical approach is for data to be 

divided into training and test data before model construction [20]. A portion of the data is 

therefore left intact when optimizing the model.  

 

3.1 Pattern recognition methods  

The identifying trends or groups in a dataset is one of the fundamental values in data mining 

for diagnostic applications. Machine learning strategies can be separated into categories, 

mostly by the study of exploratory data (EDA), the uncontrolled recognition patterns and 

the supervised recognition of patterns [7,18]. 

 

3.2 Exploratory data analysis  

Perhaps the most popular technique in explorative data analysis [7][19] is principal component 

analysis (PCA). This approach decreases the size of a given sample group and introduces 

additional, so-called major components [21] variables. In certain cases the biggest variation 

within data can be recorded by either two or three main components. The compilation of the 

main components shows similitudes and variations between data [8,19]. Therefore, PCA can 

be used in tissue sample infrareds to be categorized into cancer and non-cancerous conditions, 

as seen in Figure 3.1. 
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3.3 Unsupervised methods  

Unattended identification of patterns is also called cluster analysis. Generally, clusters 

assessment is expected to find groups within the data set in order to detect correlations by 

drawing a picture [32]. The techniques of clustering algorithms can be classified into 

hierarchic and non-hierarchical strategies. Hierarchical clustering is usually implemented by 

the appropriate technology. In hierarchy, the first step is to construct a matrix of similarities 

by measuring the distance between the measurements. Various algorithms, such as Euclidian, 

Manhatten and Minkowski [19,20], are required to calculate the radius. The observations must 

be combined in clusters after producing the matrix of similarities. 

 

3.4 Classification of Supervised methods  

3.4.1 Supervised method linear discriminant analysis  

Because of its consistency, linear discrimination analysis (LDA) is a sometimes used 

method of gradation. This classification creates a linear class boundary. Mahalanob is 

generally used For the LDA participation calculation, the range from specimen x to class 

A is set with each class, whereas SA is the variation dynamic viscosity for each training 

images class A: 

The key component analysis (PCA) is often carried out before the development of an LDA 

model [22]. 

The resulting main component (PC) values are used to generate the LDA model [21]. The 

use of PCs simplifies the data by preserving the total contents of knowledge through the 

use of fewer variables. If the observed data has a larger range of parameters than the set of 

measurements, a decreased data collection is particularly important since the distance of 

Mahalanobis is not available under certain conditions (Brereton, 2009). This involves the 

calculation of the best number of PCs fed into the LDA for an approximation of the LDA 

model. This is mostly performed with the exception of one experiment LOOCV, where one 

test is left off and the other data is employed to construct a method to forecast the 

classification of the left sample. 

 

3.4.2 Partial least square discriminant analysis  

The long tradition of chemo metrics is partly the least square (PLS)[8]. PLS is a tool for 

reducing data [22], like PCA. In these two techniques, the main difference is that PLS 

attempts to connect the two different modes of variables – spectroscopic and pathologic. 

PLS is also seeking to optimize the explanatory variables between these two elements.  

 

3.4.3 Support vector machines  

The first appearance of SVMs [21] was a comparatively recent component of the machine-

learning group SVM concept may be based on Structural Risk Minimization (SRM) that is 

designed by minimizing the empirical hazard to approximate the classified conditional 

probability. The mass and the bias of the training collection must be calculated. 

In addition to the hyperplane separation of data which gives a small generalization ability, 

SVMs often seek to optimize the margin between the various groups. A separating hyper - 

plane should be configured to meet the following requirements to this end: Since not all issues 

of identification can be linearly separated, the reduction problem must be changed. This 

expansion presents a soft border that can misclassify data sets but penalizing any errors that 

occur. A compensation parameter C, a trade-off between such a mistake and the boundary, 

will do this. 



Turkish Journal of Computer and Mathematics Education 

__________________________________________________________________________________ 

3042 

  
  

Research Article   

Vol.12 No.6 (2021), 3036-3047 

The implementation of clustering algorithms is another extension for non-linear separable 

issues. A matrix is a non-linear function that matches all data points to a wider functional 

range. This helps to address the constraint that data points cannot be distinguished in the 

original entrance space. The radial basis function is the most often used kernel function: 

SVMs were originally developed as a binary classification scheme, but many techniques were 

added to apply them to multiclass problems. However, the 'on-the-go' (OAA) and 'on-the-go' 

(OAO) approaches are the most common techniques. The two methods separate the problem 

into a variety of binary problems. The OAA method therefore produces for N-class, N binary 

classifier, one for each class. Each SVM is then training to separate samples in a single class. 

The real score is the SVM's highest evaluation rating. The OAO method also generates N(N-

1)/2 SVMs, equivalent to 1 SVM in any pair of classes. For the final classification, generally 

a maximum vote, is added for any SVM vote for one class by all the classification algorithm. 

Multi-class SVMs are also a specific application of the SVM device ensemble where a multi-

class issue is divided into multiple binary issues.  

 

 3.4.4 Artificial neural networks  

  The simulation initiative for biological neural systems involves the application of neural 

artificial networks (ANNs). High numbers of neurons bound to one another and 

independently constitute real neural networks [9]. An ANN consists of various basic 

components of production known as neurons or nodes. Each node has the feature that the 

estimated values are converted into a limited expected value. A node function is regarded 

as a transition function and may be a sigmoid function, for example. There are a number of 

varieties of ANN architectures, with an ordinary three-layer feed forward network. When 

the base structure of the data input is not well understood, ANNs are assumed to have a 

strong technology. ANNs do not have clarity on the other hand, because they cannot see 

how classified outcomes are produced and are often known to be "black box" classifiers, 

while clamping can be used to decide details regarding the most important input variables. 

   

3.4.5 Supervised learning Ensemble methods  

A significant concern is that classification methods are accomplish strong workout results 

often show poor generalization of different datasets. Indeed, classifier success will lead to 

a different estimation of invisible results. An ensemble composed of many categories and 

averaging the contribution of all individual classificatory is one possibility to address these 

limitations. A group can be created with LDA, PLS-DA, SVM and ANN for all classifier 

types. There are a number of varieties of ANN architectures, with a normal three-layer feed 

forward network. When a fundamental theory of the input data is not well understood, the 

ANN are considered a great technology. ANNs do not have clarity on the other hand, 

because they cannot see how classified outcomes are produced and are often known to be 

"black box" classification algorithm, while clamping can be used to decide details regarding 

the most important input variables. 

 

3.4.6 Supervised learning Random forest  

The Random Forest is part of the Ensemble Classifiers, which incorporates the contribution 

of the first presentation of Breimann (2001) a number of classified trees. Various 

classification trees are cultivated without cutting in random forests. The various trains sub-

sets a created by bootstrapping to develop different trees. Each bootstrap collection is then 

used for tree growth by choosing arbitrarily a predetermined set of parameters at each node. 
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Usually, the contribution of each different classifiers is paired with a plurality vote. 

4 Experimental Work 

4.1 Training data sets  

  The same data collection is provided with this method. The collection of data included 99 

infrarot maps from 71 samples of benign, DCIS and intrusive breast, respectively, and from 

various classes. The data collection is summarized with various grades 

 

A total of four trains and four sample points have been produced randomly in order to make 

an unbiased evaluation of each patient's serum. It has been assured that one of the other four 

separate test sets shows every patient sample once. 

 

 4.2 Design Algorithm  

  A two-step algorithm for imagery has been established to classify infrarot cartoons drawn 

from breast clinical specimens. The first step is to detect and distinguish spectrums of 

calcification from tissues. The anatomy of the detected calcifications is expected according to 

this treatment, that can either be benign, in situ ductal carcinoma (DCIS) or invasive. On the 

basis of the identification outcome, a picture with color and maintaining tissue chronic 

inflammation in the gray scale is produced. Traffic light colors were selected as color encoding 

for the calcifications. This is orange for benigne calcifications, red for invasive calcifications 

and yellow DCIS. Figure 4.1 shows the general classification scheme structure. 

  

 

Figure 4.1 Image analysis 

The classification algorithm first of all defines possible image calcifications. In a second stage, 

a pathology is assigned to chronic inflammation. A single RBF SVM was learned to distinguish 

between calcifications spectrums, as is typically seen in infrarot maps taken from breast tissue 

specimens, and all other spectra. The scale of 800 to 1200 cm-1, reflecting glutamate bands, 

was used to permit a faster image processing. Four separate image processing methods have 

been taken to analyze all patient's individual specimens. Data is divided into trains and tests 

for each method. Every patient sample was introduced once in the separate test series, making 

it possible to obtain color-coded graphs as an individual prediction for each patient sample. 

Path lab number of 

samples  

Grade one  Grade two  Grade three Grade 

unknown  

Benign 

Path Lab 

19  -  -  -  -  

DCIS Path 

Lab 

29 5  8  10  6  

Invasive 

Cancer 

Path Lab 

40 10  14  9  7  
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The train data were then employed to develop a classification scheme to produce color coded 

pictures.   

5. Experiments  

5.1 Visualization of calcifications  

Each of the 99 infrasound maps was analyzed individually using the established imaging 

process. Micro-calcification of tissue samples has been successfully established in the image 

processing technique. Further studies of the calcification spectra found on the Raman maps 

have shown that the spectral characteristics of calcification describing chemicals of the various 

diseases coincide. A full overview of all maps made. In the initial lines, the images produced 

by the first three PCs are illustrated. Different colors are dependent on the prevailing spectral 

characteristics, however, the various locations do not have a color coding. The second row 

displays the photos generated by the classification scheme. In colorful areas calcification is 

indicated, with green predictions of benign, yellow DCIS and invasive red. The third line 

indicates the medium spectrum of the calcification areas found.  

     

5.2 Breast Calcifications  

Both calcification spectrums identified by the algorithms for each particular infrared chart 

were collected for an assessment of the average composition of calcifications within samples. 

The calcifications present in the benign breast tissues, as shown in Figure 4.4, have a mean 

calculation spectra of 58.2%, DCIS spectra at 24.56% and intrusive spectra at 11.4%. The 

aggregate calcifications present in histopathological tissue respondents were determined to be 

30.0% benign spectrums, 37.2% DCIS spectra and 28.2% invasive.  The median calcification 

compositions for invading tissue samples was observed to be 8.4% benign, 13.1% DCIS and 

78.23% invasive. This finding specifically shows a pattern in which the number of intrusive 

spectrums grows with malignant growth development. On the other hand, with development 

of malignancy, the sum of neutral spectrum declines. This also indicates that DCIS is the status 

of pathologies because 31.0% of the calcification spectrums are benign and only 29.2% 

invasive. This is demonstrated by DCIS. Via the content of the spectra, the transition from 

benign to malignant can be seen. 

 

 

benign  DCIS invasive 

58.2 24.56 11.4 

30 37.2 28.2 

8.4 13.1 78.23 
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Figure 4.4 calcifications of the breast 

  Similarly, it was examined whether a pattern in the various levels of disease can be identified. 

The course of the disorder, the sum of benign spectra decreases continually. Vice versa, with 

greater ranking, the number of intrusive spectrums increases. DCIS 2 samples revealed nearly 

the volume of benign, DCIS and invasive samples to be found. This indicates that grade 2 of 

DCIS is a defining moment in the progression of diseases. Summing up, the production of 

disease grading depending on the calcification composition present in samples of the tissue can 

be followed.   

 5.3 Cancer Disease Progression  

The imaging technology was particularly interesting in that the development of 

calcifications from one pathology degree to the next highest one can be observed. It was 

observed that this transition begins with the periphyzone of calcification in 73% of the 

photos (72 infrared). There is a complete description of all pathology classified photographs. 

This means that more protein is present in the invasive calcifying region identified as red.  

The existence of bone matrix proteins may be a potential cause. There has been 

documentation over transmitted proteins in human breasts such as osteonectin (OSN), 

osteopontine (OPN) and bone sialoprotein (BSP). In particular, the three protein described 

were closely examined and found that the bone matrix was induced. OSN has the capacity 

to bond to the mineralized tissues of calcium, hydroxyapatite and I collagen, especially in 

bone, dentin and bone. In tandem with the substantial rise in the amide content of the 

intrusive spectrums and the slightly higher collagen content (band 1286 cm-1) the presence 

of OSN and other bone materials could be reflected in the calcification. In this respect, red 

(invasive) calcification areas may also be viewed as active mineralization areas because of 

elevated protein production. This is why red photographic areas could not only indicate 

invasive cancer and also an emerging calcification technology. 

 

6. Conclusion 

This thesis focused on discovering modern methods and approaches for the classification of 

vibrational spectroscopic data taken as infrared in human samples. The aim was to improve 

efficiency compared to the LDA models used so far by Gloucester's Bio photonics community. 

That is why PLS-DA and SVMs have been tested for their possible diagnostics in order For 

the prediction of lymphatic node metastases based on Raman, and the proven high 

classification of SVMs has been seen, providing a 100% accurate projection of the unknown 

set of data and thus have a substantially better performance than LDA. The goal was therefore 

Series1

Series3

0
20
40
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Average Composition of 
Breast Cancer 

60-80

40-60

20-40
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to create classification models using different machine learning approaches to enhance 

predictive accuracy. The aims of the thesis were achieved in order to optimize Machine 

learning techniques by vibrational spectroscopy for diagnosis of cancer. Further analysis has 

to be done however a routine clinical instrument accessible to the combination of machine 

learning and vibrational spectroscopy. Future work on clinical implementation is needed. 
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