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Abstract: Image steganography is a well-known technique to transmit a secret message in the form of image from one place 

to another without giving even a small sense to the third party. Stego attack is a common problem in the field of image 

steganography. However secure is the key and the algorithm, the third party may attack/jam the secret message which is 

being communicated. This paper deals with solution to such stego attack problem by involving two levels of security and by 

employing sparse based image reconstruction technique to retrieve the jammed/corrupted secret message. In this paper, two 

models for image steganography is proposed by involving adaptive gradient algorithm for secret image reconstruction. The 

stego attacked/corrupted secret image can be completely reconstructed from its very few non-corrupted image pixels by 

adaptively estimating the gradient of the error function with respect to the pixels to be estimated subjected to l1-norm for 

including sparsity in the transform domain of the image. Results obtained from the simulation shows that this proposed 

method performs better with respect to peak signal to noise ratio and computation time as compared with other conventional 

image filtering techniques. 
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1. Introduction 

 In this current digital world, data transmission over a communication network is utmost essential. At the 

same time, the security of the data transmitted over the network is also equally important. Especially in some 

applications like forensic department, military department and telecommunications of navy and airforce sectors, 

the data that is being transmitted from one place to another needs to be highly secure from the third party attack. 

A small security bleach of any information will lead into high risks in terms of nation or our country. In fields 

like these, it is essential for secret communication.  

  

Secret communication can be broadly classified into two categories as data encryption and data hiding. Data 

encryption is a technique of gambling or ciphering the secret message using a particular secret key such that the 

message will be converted to a form which cannot be decrypted by any other third party until and unless, he/she 

has the secret key. In data hiding techniques, the secret message may/may not be encrypted, but it will be hidden 

inside any other multimedia signal like video, image, audio etc. This technique fools the third party to believe 

that a common non-secret communication is happening between the two end-points. For example, if an image of 

nature is sent from one point to another point over a network, nobody will give a thought that it contains some 

hidden secret information, hence avoiding secret data attacks.  This method of hiding a secret data inside any 

other multimedia signal is a well known technique called as steganography. The secret information which will be 

hidden can be a text, image, audio or a video, which will be of lesser data size when compared to the multimedia 

signal inside which the secret information needs to be hidden. This multimedia signal used for carrying hidden 

information is called as cover signal. An image is extensively used as cover file to carry the secret message and 

this technique is known as Image Steganography. The classification of steganography is as shown in Fig 1. 

  

The are many researchers currently and previously working on developing various steganography techniques. 

These image steganography techniques should exhibit simple architecture/technique, high security, high data 

hiding capacity, good peak signal to noise ratio of the stego image and more immune to the stego attacks. Several 

papers have presented different algorithms and techniques for image steganography, one such famous and yet 

simple technique is image steganography based on LSB substitution [1]. This is a spatial domain approach for 

hiding the information inside the cover image. Other papers in [2] and [3], present the image steganography 

technique in transform domain using discrete cosine transforms, wavelet transforms etc. In recent years, [8] 

paper presented a novel technique for image steganography in transform domain using integer wavelet 

transforms with variable bit length, where the secret data was hidden in IWT coefficients of cover image and 

with a variable length of secret message bits per IWT coefficient of cover image. 
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In [2], the survey focuses on comparison study of image steganography. This paper presented the 

performance comparison of several image steganography algorithms both in transform and spatial domains. 

 

 
Fig 1 Classification of Steganography 

 

In [3], the survey focuses on comparative study of image steganography; a detailed literature review on a 

variety of different methods, algorithms, and schemes in image steganography is conducted. In [4], the paper 

focuses on data hiding in transform domain with text and image as the secret information. This paper [5] 

presented the process of embedding the message in the image and generating a stego-image from the cover 

image which will be in an unpredictable format that the attacker s and eavesdroppers can’t able to access the 

secret message inside the cover image. 

 

Sparsity based signal reconstruction is the current hot-topic in signal processing area applied to problems 

such as linear regression, spectrum sensing, direction of arrival estimation [6],[7] etc. This technique of signal 

reconstruction can be applied for image reconstruction, where a high resolution, good quality image has to be 

reconstructed from a very few measured pixel samples. In Image steganography, stego attacks are the major 

problem, where a third party will either try to hack the secret data transmitted or will try to break the secret 

communication by intentionally adding noise to the cover image transmitted. In such cases, it is very much 

required to reconstruct the intentionally corrupted image. There comes the application sparse based image 

reconstruction algorithms to overcome stego attacks and also to provide an another layer of security to the 

transmitted secret message.  

 

2. Sparse image reconstruction by adaptive gradient algorithm 

 

The technique of sparsity based signal reconstruction can also be extended for image reconstruction; as image 

can be interpreted as 2D signal. Consider an image corrupted by salt and pepper noise, where only some of the 

image pixels are corrupted by salt and pepper noise whereas the remaining image pixels are non-corrupted 

original pixels. From these set of few non-corrupted original image pixels it is possible to reconstruct the other 

noisy pixels by employing sparse signal reconstruction.  

 

The concept of sparsity can be applied in the sense that the image reconstruction is achieved from a very few 

samples of noiseless pixels. Also, an image is sparse in its frequency domain and sparsity based image 

reconstruction can be achieved. The salt and pepper noise corrupted image pixels can be easily identified, 

discarded and can be marked as unavailable pixels to be estimated, whereas the noiseless pixels are the available 

measurements [5]. 

 

A noise corrupted image of size RxS is first converted to 1D signal vector before applying sparse signal 

reconstruction technique. Consider x (Nx1) as the 1D array of salt and pepper noise corrupted image pixels 

(N=RS). Let this xcontain M (M<N) number of noiseless pixels given by y = [x(n1), x(n2)…..x(nM)]T. Therefore, 

this x contains N-M number of noisy pixels given by yc= [x(nM+1),  x(nM+2)….. x(nN-M)]T. From the set of 

measurements y, the algorithm needs to estimate yc. 
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Let P be the set of index positions of noiseless pixels in x given by P = [n1, n2…..nM] and let Q be the set of 

index positions of noisy pixels in x given by Q = [nM+1,  nM+2….. nN-M]. We know that any image can be 

transformed into its frequency domain and vice-versa using Discrete Cosine Transform (DCT) as given in 

equation (1) and (2). 

 

 
Where, (NxN)and (NxN)are DCT and inverse DCT matrices respectively. 

The problem statement of sparse image reconstruction can be interpreted as in equation (3). 

 

 
Solving this l1-minimization problem using gradient-descent method[], we get an iterative estimation of ycas 

given in equation (5). 

 
Where, m represents the particular iteration and  represents the step size of the gradient descent. 

Letting  which is the gradient of sparsity measure of X at yc
(m) can be determined by 

finite difference method[]. The ni
th coefficient of gradient vector  is then given by equation (6). 

 
Where z1and z2are the two full sets of measurements for each noisy missing pixel ni ϵQ constructed by either 

increasing or decreasing the missing pixel value by  as given in equation (7) and (8). 

 

 
Therefore, equation (5) reduces to equation (9): 

 
 

Table 1. The Proposed Sparse adaptive gradient algorithm 

Input Parameters: y , , , P, Q 

Output Parameter: x 

1. m0 

2. Initialize yc
(0) = [0] 

3.   

4.  

5. Repeat loop for all n 

6.  

7.  

8.  

9. Repeat loop for  

10.  

11.  

12.  

13. mm+1 

14. repeat from step 4 until relevant stopping criteria. 

 

15. x = [y, yc] (as per the original index positions P and Q). 

 

3. The proposed methodology 

 

Two different models for Image steganography are proposed in this paper. Model-I provides two level of 

security and model-II provides a way to overcome the adverse effect of stego-attack. 
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Fig 2 Model-I Image steganography 

 

Figure 2, shows the model-I arrangement for image steganography, where the cover image is preprocessed in 

the first step involving image enhancement, converting 2D image pixel’s array into 1D pixel blocks etc. These 

preprocessed 1D pixel array blocks are then used for embedding secret image data using LSB substitution 

technique with a bit length capacity of 2 bits/pixel [8]. In the meantime, the secret image is also preprocessed and 

is intentionally corrupted by salt and pepper noise at the transmitter side. This is done to provide one more level 

of security to the secret image. By doing this, though the third party hacks the system and gets access to the 

secret image, he will get the corrupted secret image and misinterpret, as it is a junk data resulting in maintaining 

secrecy. LSB substitution method [10], involves removing the least significant bits of each and every pixel of 

cover image and then substituting the same number of data bits of secret image. Repeating this embedding 

procedure until all the secret data bits are completely embedded inside the cover image. Re-converting the cover 

image pixel array blocks into 2D image will result in stego image, which will be transmitted over a 

communication channel.  

 

At the receiver side, the secret image will be extracted from the cover image using LSB extraction procedure 

with the help of a secret key. This will result in extraction of secret image which is corrupted by salt and pepper 

noise at the transmitter side. From this corrupted secret image the complete high resolution noiseless secret 

image can be reconstructed using sparse adaptive gradient algorithm [5].  

 
Fig 3 Model-II Image steganography 

 

Figure 3 shows the model-II for image steganography. This model is originally deduced from the model-I. 

Model-II is developed to overcome the effect of stego attack. If the third party intentionally jams the secret 

communication by adding noise to the stego image in the channel, the hidden secret information will be 

corrupted or lost [11]. This attack can be overcome in the proposed model-II, as the corrupted stego image can 

still be reconstructed using sparse image reconstruction algorithm proposed in this paper. As the stego image is 

reconstructed, even the secret information hidden inside the cover image can also be reconstructed with 

minimum error [12]. 

 

4. Results and disscusion 

 

MATLAB 2019 platform is used to simulate the proposed algorithm and models for image steganography. 

Standard color cover image (lena.png) shown in Fig 4 of size 512x512 is used for testing purpose. A 256x256 

standard grey scale image (goldhill.png) shown in Fig 5 is used as secret image. The simulation is carried out for 

different parametric values for both model-I and model-II as presented below: 

 

Case 1: Consider the salt and pepper noise density of 0.2. The noise corrupted secret image given as input for 

model-I is as shown in Fig 6 and the sparse reconstructed secret image is as shown in Fig 7. As seen from Fig 8, 

the stego image, after embedding the secret image into cover image, looks almost similar to cover image with a 
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PSNR of 38dB with respect to the cover image. 

 

Case 2: Consider the salt and pepper noise density of 0.7. The noise corrupted secret image given as input for 

model-I is as shown in Fig 9 and the sparse reconstructed secret image is as shown in Fig 10. The proposed 

algorithm reconstructs the corrupted secret image with an average PSNR of 27dB-30dB. 

 
cover image

secret image

 
   Fig 4 Test cover image (512x512)                               Fig 5 Test secret image (256x256) 

 

 

Noise corrupted secret image
Sparse reconstructed secret image

 
Fig 6 noise corrupted secret image with noise density=0.2          Fig 7 reconstructed secret image in case 1 

 

 

 
Stego Image to be transmitted

 
Fig 8 Stego Image after secret image embedding procedure 
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Noise corrupted secret image Sparse reconstructed secret image

 
Fig 9 noise corrupted secret image with noise density=0.7          Fig 10 reconstructed secret image in case 2 

 

Case 3: Consider a fixed amount of salt and pepper noise density of 0.2, now if the step size of the adaptive 

gradient algorithm is considered as α = 0.4 & 0.6, the algorithm results in good PSNR but the computation time 

is considerably more for α = 0.4 and vice versa for α = 0.6. The reconstructed secret images for α = 0.4 and α = 

0.6 are as shown in Fig 11 and Fig 12. As per the steepest descent algorithm[], there will be always a trade-off 

between computation time and PSNR. 

 

Sparse reconstructed secret image
Sparse reconstructed secret image

 
Fig 11 reconstructed secret image for α = 0.4           Fig 12 reconstructed secret image for α = 0.6  

 

 

Table 2 shows the comparison between computation time and PSNR for various values of algorithm step size 

by fixing the noise density as 0.2. As step size increases, the PSNR decreases and the computation becomes 

speedy. The variation of mean square error and PSNR for different noise density for fixed step size of 0.4 is 

given in Table 3. For a noise density of 0.8, the PSNR achieved in the reconstructed image is approximately 

20dB, which means the proposed algorithm still produces an acceptable value for PSNR sufficient for visualizing 

the secret image at the receiver end. 

 

Table 2 Comparison between computation time and PSNR for noise density fixed as 0.2 

α Computation 

time (sec) 

PSNR (dB) 

0.1 348.63 30.28 

0.4 315.50 30.18 

0.6 193.56 30.149 

0.8 187.57 29.89 

 

Table 3 Comparison between noise density and PSNR 
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Noise 

density 

MSE PSNR(dB) 

0.5 9.6342 38.33 

0.2 64.23 30.18 

0.5 400.57 22.13 

0.7 650.82 20.03 

0.8 801.98 19.12 
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Fig 13 Performance comparison of computation time                            Fig 14 Performance comparison of 

PSNR 

 

 

When compared with conventional adaptive filtering techniques for image reconstruction, the proposed 

sparse reconstruction algorithm in this paper shows lesser computation time with respect to step size of the 

gradient algorithm as shown in Fig 13. The peak signal to noise ratio curve of proposed reconstruction algorithm 

shows better points when compared to conventional filtering techniques [9] as shown in Fig 14. Higher the step 

size value, higher is the MSE value for all the different values of stego attack noise densities considered for 

model-II as compared in Fig 15.        
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Fig 15 Performance comparison of MSE for variation in step size 

 

5. Conclusion 

 

In this paper, two different models for image steganography is proposed by employing sparse adaptive 

gradient algorithm for secret image reconstruction. Model-I is developed to provide two level of security for the 

secret information. Model-II is developed to overcome the effect of stego attack. Both of these models 

showcases better results even in the high noise density cases as presented in the results section. The PSNR 

achieved by the proposed reconstruction algorithm is better when compared to any other conventional adaptive 

filtering techniques. This paper incorporated the LSB substitution method for embedding procedure because of 

its simple and effective embedding procedure. Overall, on an average, the proposed models for image 

steganography along with the proposed algorithm for sparse image reconstruction exhibits better results and 

finds a good application communication field particularly in military applications. 
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