
Turkish Journal of Computer and Mathematics Education                       Vol.12 No.11 (2021), 3614-3623 

3614 

  
  

Research Article   

Image Demosaicing: A Roadmap to Peculiarity Imaging 

Gurjot Kaur Walia1, Jagroop Singh Sidhu2 

1Research Scholar, Electronics and Communication Engineering, I. K. Gujral Punjab Technical University, Kapurthala, 

Punjab, India, 144603 
2Associate Professor, Deptt. of ECE, DAVIET, Jalandhar, Punjab, India, 144021 

 

Article History: Received: 11 January 2021; Revised: 27 February 2021; Accepted: 27 March 2021; Published 

online: 10 May 2021 

Abstract: Image demosaicing is the process of reconstruction of full color image on the basis of various methods from the 

data samples obtained by acquisition devices. This paper deals with the various techniques that can be utilized to achieve 

demosaiced image by suitably classifying it into various categories. Moreover, it also provides an insight into the evaluation 

metrics used for confirming the performance of demosaicing techniques. Besides, the potential areas are also investigated for 

realistic applications where image demosaicing is found to be highly beneficial for healthcare and forensics. 
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1. Introduction 
 

Owing to the rapid advancements in technology as well as the easy availability of digital cameras and mobile 

phones, the usage of images and videos has increased manifolds in the various regimes such as education, 

healthcare, surveillance, etc., [1-5].Despite the technological advancements, there is still need to improve the 

quality of an image. Image quality is dependent on various factors ranging from features of cameras such as its 

resolution, sensitivity to light, sensor’s dynamic range, etc. to the conditions that occur while capturing the 

images such as adjustment of white balance, focus adjustment, color interpolation, color correction, compression, 

etc. However, Color Filter Array (CFA) interpolation is an indispensable part of image pipeline which is used to 

recover full resolution image from its CFA data [6-8]. The requirement of CFA in color images is that there must 

be a minimum of three color samples at pixel location. One way is to use beam-splitters along the optical path, so 

as to project the image on all three sensors individually. Afterwards, color filter is placed before each sensor in 

order to obtain three color component images. It is challenging approach not only in terms of cost but also in 

alignment. Since, it needs three Charge Coupled Devices (CCD) sensors which need precise alignment that may 

otherwise lead to a phase delay. Another way is that the color sensors can be stacked on top of one another as in 

Foveon cameras [9] but it escalates the exposure time as the light requires penetrating the three Silicon levels. 

Hence, the most cost effective method is to use CFA before the sensor to acquire one color component at a pixel 

and then, restoring other two color components [10-11]. This process of reconstruction of a full color image from 

the single color component is commonly referred to as demosaicing. Although there are various CFA patterns 

but widely used Bayer pattern among them [8] is that where the green component is sampled by quincunx grid 

while red and blue components are attained using the rectangular grid. The density of the green components is 

two times the red and blue color components as the human eye is more sensitive to it.  Several other CFA 

arrangements can also be used such as utilizing the subtractive primary colors cyan, magenta, and yellow 

(CMY), Emerald filter, cyan, magenta, yellow, and green (CMYG), panchromatic pixels, linear combination of 

red, green, and blue for decreasing aliasing introduced by the sampling, quantitative theory for optimal pattern 

that reduces the reconstruction error, etc. [12-15].The presented work is generally focused on the reconstruction 

of images that can be obtained using CFA arrangement.    

Image demosaicing is basically the reconstruction of the color image by utilizing the interpolation techniques 

that are especially devised to reconstruct the images sampled using a CFA otherwise it may lead to the artifacts 

such as false colors and zippering effect in some portions of an image, thereby reducing the image visual quality 

[12]. Moreover, most of these algorithms are complex, time-consuming and have high computational cost. It is 

worth noting that there is tradeoff between accuracy and computational cost for various image demosaicing 

algorithms. Thus, it is required that the demosaicing algorithms must be less prone to the artifacts, low 

computational cost as well as able to preserve the image resolution. 

This paper is structured in the following manner: Section 2 provides a detailed analysis of the demosaicing 

algorithms. Section 3 provides various assessment parameters for the demosaicing algorithms. Section 4 provides 

the applications associated with it. Finally, the conclusion is presented in Section 5. 

2. Image Demosaicing Methods 

The plethora of image demosaicing approaches are available but they are broadly classified into six categories as 

depicted in Figure 1. 
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Figure 1 Categories of Image Demosaicing 

2.1 Edge Sensitive Techniques 

The accurate reconstruction of green color component is of utmost importance as its estimation is done prior to 

the red and blue components in a CFA image. If there is any error in reconstructing the green components, then it 

will further result in erroneous estimation of other two components. Hence, spectral correlation is utilized to 

increase the accuracy of green component reconstruction by utilizing the spatial correlation. Generally, it is the 

interpolation along edges by utilizing the color difference or color ratios for the reduction of color artifacts but 

the main challenge is to estimate the edge direction from CFA. In [16], bilinear interpolation is utilized for 

reconstructing the green component which is then employed for populating red and blue components by red to 

green and blue to green ratios. Usually, the color ratio approach is utilized but some techniques also utilized the 

difference in color components for reconstruction [17]. In [18] and [19], adaptive interpolation is utilized for 

interpolation along the edges. The gradient values are computed from the chrominance and luminance difference 

in horizontal and vertical directions of an image whose comparison is done with a threshold value for selecting 

the interpolation direction. By considering these methods, Laplacian operator based adaptive color plane 

interpolation method is proposed to determine the edge direction [20]. Kakarala and Baharav [21] presented 

Jacobian matrix and neighborhood voting based adaptive demosaicing method that requires less computation 

than existing algorithms. Lu and Tan [22] proposed a demosaicing method in which missing samples are 

estimated based on spectral and spatial correlation between the neighboring pixels. Moreover, it also employed 

adaptive median filter to suppress the demosaicing artifacts. Further, Gunturk et al. [23] provided an algorithm 

for reconstruction of color channels on the basis of observation of color samples as well as the previous 

knowledge of inter-channel correlation among the channels. The nonlinear iterative process reduced the 

interpolation artifacts. Nevertheless, Maschal et al. [24] presented two algorithms in which one algorithm works 

on the basis of computation of edge slope to measure accuracy of edge reconstruction while second is based on 

false color measure, thus, estimating the reconstruction of red and blue channel. Another spectral model [25] is 

proposed based on edge-sensing and post processing in imaging pipeline as universal demosaicing solution for 

preserving the color and sharpness of the captured image. In [26], median filter and spatial deinterlacing is 

utilised for estimating edges that provided accuracy along with suppression of artifacts. Furthermore, an adaptive 

approach [27] is used for estimating the green samples on the basis of variance of the color difference along the 

direction of edges that aids in reducing color artifacts while preserving the textural details. Based on color 

difference and weighted edge interpolation, an iterative demosaicing algorithm is presented in [28] for color 

channels estimation. In [29], Ferradans et al. are inspired by the concept of image inpainting to perform 

interpolation along image edges by level-set based geometric method. Moreover, regularization based methods 

are employed in [30, 31] for image demosaicing. These methods utilized the concept of prior knowledge about 

the smoothness of channel and correlation among color channels. In [7], heuristic algorithm is presented that 

utilized the weighted average based edge-directed technique for estimating the green channel. The second 

derivative based constraints as in [31] are utilized for updating other two channels. Lastly, all the channels are 

updated in an iterative manner in a method similar to the one presented in [32]. But, most edge-sensitive methods 

are either dependent on the direction of interpolation or weight estimation from CFA samples that may produce 

erroneous results because it contains less information as compared to the complete color image [33].  

2.2 Directional Interpolation Techniques 

In order to deal with the issues related to the edge-sensitive demosaicing methods, two estimations are made for 

the missing components and finally, the best decision is selected. In [34], the green color channel is 

reconstructed with the FIR filter in horizontal and vertical directions that are further utilized to estimate both red 

and blue channels with each green color component. The demosaiced image is selected from the two interpolated 

images on the basis of local homogeneity of an image, that is, the direction of interpolation which provides more 
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homogeneous neighborhood around the considered pixel is selected. However, the decision in [35] is done on the 

basis of directional reconstruction that preserved the maximum correlation in color gradients. The approaches 

described in [34, 35] involved the three color channels but an approach in [36] only estimated the best 

interpolation from the horizontal and vertical estimates of green channel and CFA samples. The missing red and 

blue components are then reconstructed based on their correlation with green channels. In another approach, the 

interpolation images obtained horizontally and vertically are fused and the image is reconstructed as the 

weighted sum of both the estimates [37, 38]. The weights are computed on the basis of linear minimum mean 

square error [37] and local polynomial approximation [38]. Pei and Tam in [39] proposed an efficient CFA 

interpolation approach with an image model that correlates the three color channels. In [40], an optimal direction 

for interpolation is estimated and hard decision interpolation is performed based on the spectral-spatial 

correlation concept. In [41], cubic spline interpolation and Taylor series based method is utilized in the four 

opposite directions to obtain the interpolants. The weighted median filter whose coefficients are determined from 

the edge orientation map is used to produce the output with the preserved edges. Chen et al. [42] presented an 

approach in which luminance component is estimated twice using bilinear interpolation that further assist in the 

final interpolation. In [43], missing color sample is estimated in numerous local directions and then fused in 

accordance with the local gradients. The adaptive thresholding is preferred over the nonlocal means filtering for 

improving the local estimate. In [44], the performance of interpolation is enhanced on the basis of higher 

correlation between the neighboring pixels in the eight directions. Further, the artifacts introduced during 

interpolation are reduced via color difference channels. Duran and Buades [45] suggested an approach based on 

the combination of various directionally interpolated images that are dependent on the chromatic smoothness. 

Then, NL means filtering is carried out that filtered the difference among color channels. In [46], demosaicing 

algorithm based on polynomial interpolation involving prediction of error and classification of edges is 

presented. After the prediction of missing components, its refinement is done for image enhancement and 

reduction of artifacts. Another interpolation approach that is widely used is based on the residual interpolation 

which is the difference between the observed and temporarily estimated pixel values. In [47, 48], the pixel values 

are temporarily estimated by minimizing the Laplacian energy of residuals while in [49, 50] adaptive method is 

used that involves both residual interpolation and the one defined in [47]. In another approach [51], hybrid 

algorithm based on residual interpolation and fuzzy edge strength is proposed for demosaicing. Initially, green 

channel is estimated on the basis of edge filter and fuzzy edge strength interpolation. Afterwards, red and blue 

channels are computed using residual interpolation by considering green channel to be a guide image. 

2.3 Frequency domain methods 

Some of the image demosaicing techniques also used frequency domain analysis. It generally involves the 

transformation of mosaic image into frequency domain while dividing an image into the frequency components 

that need to be corrected. Since, red and blue color channels are sampled at the lower rates, hence, some high 

frequency cannot be obtained by using standard techniques for interpolation. In order to resolve this issue, 

Glotzbach et al. suggested an interpolation method in [52] that uses high frequency information of green channel 

in combination with sub sampled red and blue images. Moreover, it also provides a way of reducing distortion 

due to aliasing. In [53], one-color per spatial position image is coded into luminance and chrominance of the 

corresponding three colors per spatial position image. The demosaicing is done by the spatial frequency filtering 

as specific arrangement is used by luminance and chrominance in the Fourier domain. However, due to aliasing 

between luminance and chrominance, it results in the artifacts that can be resolved by using a preprocessing 

filter. In [54], luminance is estimated for the channels by utilizing adaptive filtering technique. It is worth noting 

from the frequency analysis that high frequencies are more preserved if CFA image is sampled instead of 

filtering the color channels individually. Dubios proposed frequency domain based algorithms in [55] and [56]. 

Demosaicing is done by utilizing complementary asymmetric filters for estimating chrominance in [55] and least 

square filter design in combination with adaptive frequency domain method in [56]. However, in [57], 

luminance–chrominance based demosaicing algorithm is suggested that utilized low pass filter for the estimation 

of chrominance channel and then successively luminance channel is reconstructed. Edge information from low 

frequency components of luminance channel in combination with the adaptiveness is used for estimation. In [58], 

spatio-spectral sampling based method is utilized for the purpose of demosaicing. The spatial resolution is 

increased by specifying the required spatio-spectral response in Fourier domain in addition to the criteria 

required for optimization. However, Condat [59] suggested an approach for demosaicing with constraint that 

modulation of chrominance is done at a far distance from luminance in Fourier domain that is less sensitive to 

aliasing. In [60], frequency domain based CFA that includes constrained optimization for reducing the 

demosaicing error to provide effective results. The reformulation of optimization problem is done to reduce the 

number of parameters and improve the speed of searching parameters by selecting the geometric points on the 

surface or boundary of convex polyhedron or polygon. Another approach based on least-squares method for 

bandpass filters in frequency domain is suggested in [61]. However, in [62], the overlap between the frequency 

components of mosaicked images is minimized by multi-objective optimization technique where parameter is 

optimized on the basis of constrained optimization problem to reduce the visual artifacts.  
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2.4 Wavelet-based approaches 

Some of the demosaicing employed Discrete Wavelet Transform (DWT) based on low pass and high pass filters 

for decomposing an image into four subbands, that is, LL, LH, HL, and HH. LL involves low pass filtering of 

both rows and columns; LH involves filtering of rows by low pass filter and columns by high pass filter; HL 

involves filtering of rows by high pass filter and columns by low pass filter while HH involves filtering of both 

rows and columns by high pass filter. It is a proven fact that these subbands are strongly correlated in different 

color channels, so, the information gathered from subbands in one color channel can be utilized for restoring the 

subbands in other channel [12]. In [23], there is high correlation between the high-frequency subbands that are 

decomposed using suitable wavelet basis. The reconstruction of image is done by using Projections Onto Convex 

Sets (POCS) approach by considering two constraints namely observation and detail constraint to ensure that 

interpolated data is consistent to the observed data and imposition of similar high frequency components in the 

different color channels. In [63], DWT is utilized for interpolation of three color channels to reduce zipper and 

aliasing effects. It employed wavelet coefficient interpolation for each channel and eventually combining them to 

obtain interpolated image. In a similar manner, Chen et al.[64] estimated the missing channel by utilizing the 

wavelet subbands where low frequency subband is computed using intra-channel data while high frequency 

subband is computed from the inter-channel data by considering the CFA pattern. In [65], wavelet transform is 

utilized for the demosaicing by combining the luminance image with interpolated R, G, and B images for 

enhancing spatial resolution in addition to preserving the color information. Moreover, in [66], a directional 

filtering based approach is used for locating the image details. But, its performance depends on the initial 

estimation in addition to high computational cost. It utilized wavelet transform for estimating the direction of 

edges from the luminance component of the image. Also, Zhang and Wu suggested that Mallat wavelet packet 

transform is successful in eradication of statistical redundancies in spatial as well as spectral domain [67]. In 

[68], hybrid demosaicing algorithm is presented that combined both frequency domain and wavelet 

decomposition for reduction of color artifacts near edges. However, Gaussian Scale Mixture (GSM) approach 

based on wavelets is suggested in [69] that aids in suppressing the zippering artifacts. Bayesian minimum mean 

square error estimation is used for the reconstruction of wavelet coefficients of luminance and chrominance 

channels whose correlation is effectively utilized in this algorithm. 

2.5 Reconstruction approaches 

Image reconstruction approaches are generally used for the purpose of demosaicing. Brainard [70] suggested 

optimum reconstruction algorithms based on Bayesian method for estimation to deal with issues related to 

polychromatic sampling. This approach is further extended in [71] by employing sharpening algorithm to 

suppress sharpness of an image that occurs when images are demosaiced. Mukherjee et al. [72] also presented a 

Bayesian approach along with Markov Random Field (MRF) that improves the quality of reconstructed image 

especially edges of an image. However, Linear Least Mean Squared Error (LLMSE) based demosaicing 

approach is employed for the reconstruction of image by considering frequency domain analysis in [73]. Further, 

Trussell and Hartwig [74] also presented Minimum Mean Square Error (MMSE) based estimator for demosaiced 

image. Similarly, LLMSE based method is suggested by Portilla et al. in [75] for estimation of joint spatial-

chromatic covariance between color components which is further used for prediction of missing color 

components. However, the method is modified by stacking the notation of super pixels for effective computation 

of LMMSE [76]. In [77], a unified approach based on posteriori estimation by minimization of multiterm cost 

function and regularization by exploiting various constraints is suggested for super resolution and demosaicing. 

Another regularization based technique is proposed in [78] based on total variation criteria for imposing 

smoothness on color channels as well as color differences. Condat in [79] suggested iterative demosaicing 

approach involving minimization of variational function under consistency constraint. Moreover, it can be 

applied to noisy images on the basis of Lagrangian regularization. Further, Menon and Calvagno in [80] 

suggested regularization algorithm that utilized prior information of color images for demosaicing. The edges 

and other discontinuities of reconstructed image are improved by applying adaptive approach. In [81], image is 

reconstructed by interpolating the missing color components on the basis of minimization of regularization term 

with region-adaptive weights that avoided over-smoothness across edges of demosaiced images. However, edge 

information based nonlinear interpolation technique is suggested in [82] while image inpainting is utilized in [83] 

for reconstruction of edges in image. Further, an approach is developed in [84] to avoid artifacts by utilizing self-

similarity of natural images for interpolating the missing components. Although spectral correlation aids in 

interpolation but weak correlations may result in large interpolation errors. To deal with this issue, hybrid 

approach involving MMSE and support vector regression is developed in [85]. Another approach based on 

compressive sensing is used for demosaicing by separately processing interchannel and interpixel correlations of 

an image [86]. Further, residual interpolation is utilized along with the error reduction approach in [87] for 

reducing error in reconstruction of edges while minimizing the color artifacts.  

2.6 Learning based methods 

Moreover, learning based techniques is also used in the image demosaicing from previous few years. Prakash et 

al. [6] performed the demosaicing operation by using a sparse model that is further optimized by the radial basis 
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function. In [88], Convolutional Neural Network (CNN) is used for demosaicing that involved construction of 

rough demosaiced image with color artifacts which is then refined by deep residual estimation and multi-model 

fusion. In [89-91] an approach is suggested to perform the task of both image denoising and demosaicing by 

utilizing the machine learning, CNN, and deep residual network that provided better details along with 

suppression of noise and artifacts. Moreover, an adaptive residual U-net is presented in [92] for the demosaicing 

application that further resulted in the reduction of artifacts in the textural area of an image. However, 3-stage 

CNN is presented in [93] in which the missing green channel components are reconstructed independently in 

first stage which is later on used for reconstructing the red and blue components and finally, high quality 

reconstruction of images is done in last stage. Although most of the learning techniques enhanced the 

performance but the high image quality is required. Hence, Generative Adversarial Network (GAN) is devised 

based on the U-net and dense residual network that efficiently eradicated the image artifacts [94]. Thus, learning 

based approaches are efficiently utilized for demosaicing purpose.  

3. Evaluation Metrics for Demosaicing Algorithms   

 Generally, the demosaiced image is evaluated on the basis of MSE defined as the mean square of the difference 

between original and demosaiced image in each color defined as [34]: 

              

 (1) 

where  and  refers to the color component in demosaiced and original image such that  can be R, G, or B. 

Similarly, MSE of a full color image is defined as [34]: 

              

 (2) 

Further, PSNR and CPSNR are computed from MSE and CMSE respectively. PSNR is given as [34]: 

                    

 (3) 

CPSNR is computed in a similar manner by replacing MSE by CMSE in (3). Higher value of PSNR and CPSNR 

shows better performance of the demosaicing algorithm. Moreover, the evaluation is also done by considering 

the similarity measures, particularly, SSIM, FSIM, MSSIM. SSIM measures the similarity between the 

demosaiced and original imagedefined as [99]: 

                    

 (4) 

where  and  represent the mean intensities,  and denotes the contrast while  and  represent the 

constants. Similarly, FSIM is computed as [100]: 

                       

 (5) 

where  

Here,  and  refer to phase congruency and gradient magnitude,  and  are stability 

constants.Additionally,  where  represents local window position.It is 

worth noting that  . Moreover, its performance can also be evaluated in terms of computational cost 

and speed. Low complexity or computational cost and high speed leads to better demosaicing algorithm [97]. S-

CIELab metric is the extension of CIELab metric in S-CIELab color space. CIELab metric is the mean error 

processed with all image pixels given by [34]: 

                     

 (6) 

where , that is,  indicates  norm. Lower the value of CIELab 

metric, better is the value of demosaicing quality. These evaluation metrics are mostly used in the demosaicing 

algorithms.  

4. Applications of Demosaicing 
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The process of image demosaicing can be utilized in the various image processing applications such as in low 

light images, image forensics, polarization images, medical imaging, hardware platforms. 

The demosaicing is successfully employed in case of realistic images with low light environment in [98]. 

Further, the demosaicing techniques are also utilized for the application of image forensics, for instance, 

demosaicing artifacts can be used for the detection of forged images by analyzing these CFA artifacts [99-101]. 

Image demosaicing is also employed in the field of medical imaging [102, 103] that is one of the most important 

issues as compressed data in medical images can result in life-threatening conditions. Moreover, it is used in the 

polarization images which are used for analyzing the oscillation direction of electric field as per description of 

light [104]. Furthermore, demosaicing algorithm developed in [97] can be deployed on hardware that is capable 

of providing efficient performance. 

5. Conclusion  

In this paper, the issue of demosaicing is analyzed by focusing on the Bayer CFA pattern. The image 

demosaicing techniques based on various categories are explored in this paper. Further, learning based 

techniques are used for demosaicing in the recent work that provided promising results as compared to the 

traditional methods. Since, demosaicing often face the challenge of reducing the zipping and color artifacts. 

Hence, most of the techniques are aimed to reduce these artifacts for improving its performance. Additionally, 

demosaicing is also used in combination with denoising and super resolution by some of the techniques. Thus, 

unified algorithms can be used for performing multiple tasks with reduced complexity.  
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