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Abstract: With an approximate 17.9 million annual victims, heart disease stands out as a prominent cause of deaths 
worldwide, whose fatality can be reduced to a great extent with an expeditious diagnosis. Herein we propose an ensemble 
learning-based heart disease prediction system. The UCI Heart Disease dataset has been utilized in this work. Relevant data 
mining methodology has been adopted to create six predictive models. Appropriate hyperparameters were optimized with the 

help of GridSearchCV along with 5-fold cross-validation. Recall value and ROC score were the performance metrics 
considered relevant to judge the performance of the models. The best performing models were picked to create a 
heterogeneous ensemble. The proposed ensemble produced a ROC score of 0.84 and a recall value of 0.94. The suggested 
ensemble has been found to enhance the predictive capabilities of the classic algorithms 
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1. Introduction  

Several clinical conditions that emerge due to impedance of the heart and veins are collectively called Heart 

diseases(also known as Cardiovascular disease CVDs). CVDs account for a significant 31% of all passings across 

the globe. The statistics of the World Health Organization reveal that a third of all deaths due to various CVDs 

occur in low-earning and moderate-earning countries. Most of these deaths could have been averted with an early 

diagnosis and timely administration of medicine. With the advent of COVID-19, experts believe the global burden 

of cardiovascular disease will grow exponentially in the coming decade. Therefore, research of risks posed by 

CVDs and their early detection is of great significance. 

With the rapid surge in the collection of medical data, researchers have begun to explore new ways to enhance 

patient prognosis. In the last decade, practitioners have made extensive use of knowledge discovery(popularly 

called Data Mining) and machine learning in the clinical environment. This approach reveals valuable insights 

from raw data that help boost the decision-making support. A few sought-after data mining algorithms are K-

Nearest Neighbors, Logistic Regression, etc. How well these strategies perform is largely influenced by the kind 

of data we intend to mine and the inherent features of the algorithms. Customizing our model as per the conditions 

of operation will improve the results of these models.  

Ensemble learning is one such proven technique that improves classification tasks. An ensemble combines the 

predictive capabilities of several base learners to create a better-performing optimal classifier. To aggregate the 

predictions made by the base learners, ensembles are equipped with a mechanism like hard voting, soft voting, etc. 

A heterogeneous ensemble is a blend of various algorithms (also called base learners). Whereas, a homogeneous 

ensemble is composed of a single algorithm. An ensemble works on the principle of “Wisdom of the crowd” and 

often outperforms several traditional algorithms. 

2. Literature Survey 

Commendable work has been done in the application of various knowledge discovery methodologies upon 

medical datasets to facilitate early prognosis of various ailments e.g., prognosis of several respiratory illnesses, 

cardiac arrest (Metsker et al., 2018, 351-358), cancer prognosis, etc. In spite of this progress, researchers are 

working meticulously to develop new strategies and techniques to enhance classification performance. Ensemble 

learning is one such strategy. Bagging and boosting were the first known application of ensemble learning. 

Different approaches were followed by various scholars to achieve ensemble learning.  

Researchers randomly split the dataset using a mean-based partitioning technique to create homogeneous 

subsets. The tree stops growing when the height of the tree (H) is equal to the preset maximum tree height (Hmax) 

i.e., H = Hmax, or when the quantity of samples within the ith subpartition (Ni) is not more than the specified 

number of samples (Nmin) i.e., Ni ≤ Nmin. Classification and Regression Tree has been applied to model the several 

subpartitions. Weights were assigned taking into consideration the accuracy of each CART. An ensemble 

classifier is then created to make a prediction. (Mienye et al., 2020)  
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Scholars carried out a detailed study on ensemble classification. Bayes Net, Multilayer Perceptron, and PART 

were the algorithms that were considered for the study in addition to Naive Bayes, C4.5 algorithm, and Random 

Forest. The effects of bagging, boosting, and stacking on the performance of these classifiers were thoroughly 

analyzed. On average, a 7% increase in accuracy has been achieved by the resulting ensemble than any other 

algorithm. (Latha C & Jeeva S, 2019) 

Investigators developed a single-layer feedforward neural network ensemble. A backpropagation learning 

algorithmic rule was executed within the feedforward. Scaled conjugate gradient (SCG) was the variation 

employed in the ensemble, in company with Poole–Ribiere conjugate gradient (CGP). Besides Levenberg–

Marquardt (LM) was also employed. The ensemble analyzes the probabilities for class targets from the precursor 

models and scores the data. (Das et al., 2009) 

3. Proposed System 

1.An account of the dataset: The dataset that has been made use of in this study is the "Heart Disease" dataset. 

The original dataset has 74 predictors from several invasive and non-invasive tests. 

Clinical Variables 

● Age 

● Sex 

● CP 

● TRESTBPS 

Routine Test Data 

● CHOL 

● FBS 

● RESTECG 

Electrocardiography Test 

● THALACH 

● EXANG 

● SLOPE 

● OLDPEAK 

Non-Invasive Test 

● THAL 

● CA 

Table 1. Predictors in the dataset 

The output class was labeled as the TARGET. 

2.Pre-processing of the dataset: 

2.1.The dataset has a few categorical variables, namely CP, SLOPE, CA, THAL, RESTECG. These were 

handled using One Hot Encoding. This creates dummy variables that represent various categories of the feature. It 

can take a value of {0,1} that represents either the presence or absence of that particular category of the feature. 

RESTECG, for instance, can take values {0,1,2}. Upon application of one-hot encoding, three new columns 

RESTECG_0, RESTECG_1, and RESTECG_2 are created. A RESTECG value of 1 is now represented as 0,1,0 

indicating the presence of RESTECG_1 and the absence of all other two columns. 

2.2.The numerical attributes were measured using various scales. For example, the maximum value of age is 

77 whereas for cholesterol it is as much as 564. All the numerical features were standardized. 

�̂� =
𝑥−𝑥

𝜎
                                                      (1) 

3.Feature Representation :  

3.1.Feature extraction: None.  

3.2.Feature selection: A reliable dataset must have independent features (without multicollinearity) to produce 

optimal results. The correlation matrix was analyzed to ensure the best features were used for representation. 
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Figure 1. Correlation Matrix 

4.The dataset has been partitioned. The ninetieth portion of all instances constitutes the training dataset, 

whereas the remaining instances make up the testing dataset. While doing so, the proportional data quantities for 

both the classes have been maintained in both the training and testing datasets. 

5.Machine Learning and Model Selection: 

5.1.K-Nearest Neighbours: KNN is perhaps the least complex algorithm that assumes the similarity between 

the new data and the available data. The new data are classified into the category with the most similarity. The 

optimal value for K has been found using GridSearchCV coupled with 5-fold cross-validation. 

 

5.2.Random Forest: This is a versatile algorithm that can be used for both classification and regression. The 

number of trees to be built in the forest has been found using GridSearchCV coupled with 5-fold cross-validation. 
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5.3.Naive Bayes: Naive Bayes is a traditional probabilistic classifier. It makes a classification based on the 

probability of the object. 

5.4.Logistic Regression: Logistic Regression fits an S-shaped curve called the sigmoid curve that predicts the 

value between 0 and 1. 

Prediction = g(z) = 
1

1+𝑒−𝑧                          (2) 

The variable z is an amalgamation of all input variables utilized in the model.  

𝑍 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2+. . . +𝛽𝑛𝑥𝑛              (3) 

Where 𝛽0is the intercept and 𝛽1, 𝛽2, . . . 𝛽𝑛are the regression coefficients. 

5.5.Support Vector Machine: SVM is another popular classification technique that requires less computing 

power and has a significant accuracy.  

5.6.Decision Tree: Every internal node in a decision tree is a representation of a predictor being tested. Each 

branch that originates from the parent node is a test result. The leaf node stands for the class label. 

6.Ensemble creation: After analyzing the ROC curves of the models, KNN, SVM, Random Forest, Logistic 

Regression, and Decision Tree were considered to be used in the ensemble. Every one of these models predicts the 

output class label, i.e. {0,1} when provided with an instance variable. But in the soft voting technique, the 

probability of an instance belonging to class 1 as predicted by each precursor is taken into account. An average of 

all these probabilities is calculated. Class 1 is the predicted output if the calculated mean probability exceeds 0.5. 

Else class 0 is the output. 0.5 is a default value and is called the threshold value. We can manipulate the type-1 

error (otherwise called False Positive) as well as the type-2 error (otherwise called False Negative) by adjusting 

the threshold by either decreasing or increasing its value. In our model, the threshold value remains as such, i.e., at 

0.5. 

4. System Architecture 

 

Figure 2. Web Application Architecture 
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Figure 3. Ensemble Architecture 

 

5. Results And Discussions 

The prime motive of this project is to develop a first-level diagnosing application that can identify the heart 

disease risk and minimize the type-2 error, i.e., False Negative. 

To evaluate and analyze the efficiency of our model with the precursors, the performance metrics deemed 

important were recall value and ROC score. 

Figure 4 depicts the ROC curve of the ensemble. This is essentially a plot of the various false-positive rates 

against their corresponding true positive rate. The ROC curve facilitates the selection of an optimal threshold 

value with a minimum false positive rate and a significantly high true positive rate. The proposed ensemble has 

achieved a ROC-AUC score of 0.84. 

Furthermore, a comparison is carried out among all the models. Various metrics were preferred for the task.  

 

Figure 4. ROC-AUC curve of the ensemble 
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Figure 5 is a representation of the ROC curves of various models. The proposed ensemble(shown in brown) 

clearly has a greater area under the curve and outperforms all the traditional algorithms. 

Table 2 provides a glimpse of the scores achieved by various models whilst considering several performance 

metrics.  

 

Figure 5. Performance of ensemble (brown curve) as compared to other models 

Algorithm Accuracy Recall F1-score ROC-AUC 

KNN 87 80 83 87 

RF 74 80 82 85 

NB 90 88.8 74 91 

LR 80 79 80 84 

SVM 80 79 75 84 

DT 74 73 63 73 

Ensemble 84 94 84 87 

Table 2. Performance comparison of various algorithms 

Performance Metrics:  

True Positive (TP): The user originally suffers from heart disease and is justly classified as positive. 

True Negative (TN): The user originally does not suffer from heart disease and is justly classified as negative. 

False Positive (FP): The patient is falsely predicted positive wherein reality he does not suffer from heart 

disease. It is termed a Type-1 error. 

False Negative (FN): The patient is falsely predicted negative wherein reality he suffers from heart disease. It 

is termed a Type-2 error. 

Accuracy: The proportion of total correction predictions to the total predictions made (both correct and 

incorrect). 

Accuracy = 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                   (4) 



 
 

Turkish Journal of Computer and Mathematics Education                Vol.12 No. 11 (2021), 3515- 3522 

                                                                                                                                     Research Article 

3521 

 

Precision: The proportion of true positive forecasts to the total number of positive forecasts. 

Precision = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                  (5)     

Recall value: The proportion of total true positive forecasts to the total number of true positive cases. 

Recall = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                       (6) 

 

F1-score = 2*
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
                     (7) 

6. Conclusion 

The proposed ensemble is quite competitive. It has achieved similar results as some traditional algorithms and, 

in some cases, outperformed them. The ROC curves further validate the same. 
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