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Abstract: : The questions relevant to the queuing system’s performance can be addressed by considering the 

available information of user demand and system capacity. This system can evaluate based on different parameters 

such as service denial, service duration, response time, etc. Based on analytic tools of Queuing Theory, the desired 

evaluation of performance is not able to conduct, since the models are of specific kinds for arrival and service 

processes. The system performance is evaluated based on the simulation. The case of a Spotify back-end server 

is considered in this work that utilizes in the well-known on-line media-streaming service. A set of models is 

provided that demonstrates the service capabilities of the band-end server and the user demand. The proposed 

method is measure the performance of a system based on the simulation of behaviour towards the user input 

demand. 
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I. Introduction 

A Spotify band-end site is considered that is responsible for music delivery for the Spotify customers [1-2]. 

In Fig.1, the Spotify back-end site’s structure is illustrated. A set of storage servers includes in the site on which 

the music files or songs are stored. C is indicated the number of available storage servers. N is denoted the total 

number of songs in the system [3]. N indicates the set of songs. In a single storage server, Ni is stored which is 

assumed for each song. Ci ∈ {1, ..., C}, i = 1, 2, ..., N denotes the allocation of song Ni. The information about 

this system is how the songs are allocating on the various storage servers is contained in the song allocation [4] 

vector, C = {Ci}, where i = 1,….N.  

1.2 Client Requests & Server Response  

The client requests to the back-end site i.e. requests for downloading the music files, produce by the Spotify users 

that relevant to a large population. The Spotify manager collects a client request for a music file which forwards 

to a storage server immediately on which the respective music file is stored [5-6]. The arrival process of the client 

requests to the Spotify Manager is modelled using a Poisson time-invariant process with intensity λ requests per 

second.  

 
Figure 1: Architecture of the Spotify back-end server 

 

The storage server buffer is queued-up by the requests which are served with the policy of first-come-first-served 

[7]. At most client requests of B, the buffers of the storage servers can hold. The client requests can’t be served 

by a server in parallel. By relying on whether the storing of music file in the hard disk of the server or in its cache 
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memory, either disk or cache memory access involves in the service of a request [8]. In case of storing a file in 

the cache, the service time is lower which assumes reasonably.  

In the cache of a server, a song is stored [9] with a probability of pC and is stored on the disk with probability 1-

pC. A fixed time of TS
C seconds, a request with service time requires for this song if it is stored on the cache. Or 

else, with a mean of TS
H seconds, an exponentially distributed amount of time requires [10].  

 

As the total time between a request arrival at the Spotify back-end server [11-12] and the time when the request 

initiates to serve by the corresponding storage server, the response time of a client request TR is defined.  

1.3 Song Popularity  

The definition of the popularity qi of a music file, Ni is described as the probability of a random client request that 

includes this specific music file, i.e.:  

𝑞𝑖 = 𝑃𝑟{𝑅𝑒𝑞𝑢𝑒𝑠𝑡 𝑖𝑠 𝑓𝑜𝑟 𝑠𝑜𝑛𝑔 𝑁𝑖} 𝜖 (0,1),    𝑖 = 1, … . . , 𝑁           (1) 

We assume that the popularities of the arriving client requests are i.i.d random variables. The popularity vector, 

Q contains the popularities of all songs [13-14], i.e.: 

𝜚 ≜ {𝑞1, 𝑞2, … . 𝑞𝑁}, 
where it, clearly, holds: 

∑ 𝑞𝑖 = 1

𝑁

𝑖=1

 

 

 

II. Literature Review 

 

Singh L. K et al., [15] proposed an improved scheme for autonomous performance of Gateway servers under the 

condition of highly dynamic traffic loads. Performance metrics such as waiting time and buffer estimation can be 

computed by using the performance models. The possible queue models have been implemented to determine the 

final value of memory size and queue length. However, the proposed system can provide better track and smooth 

performance control in Web Server Systems based on the analyzation of simulation results.  

Kuaban et al., [16] proposed the concept of correlated reneging is considered in a finite capacity multi-server 

queuing model with balking in health-care industry to avoid the queues or waiting lines at the hospitals, medical 

laboratories, and many other healthcare facilities. The numerical examples have provided to describe the effect of 

correlated reneging and balking on performance measures such as the probability of patient rejection, mean 

waiting time of patients, and the mean number of patients waiting to be serviced. So, it will be helpful to allocate 

the service resources and capacity of healthcare facilities in such a way that it can reduce the waiting time of 

patients effectively.  

Horváth et al., [17] introduced the M/G/1 resampling queue and analyses based on the non-pre-emptive LIFO 

policy which approximates the processor sharing queue with accurate service time when the distribution of 

accurate service time is exponential. By analysing the simulation results, the resampling queue overestimates the 

mean response time of the PS queue with accurate service time for a service time distribution with increasing 

hazard rate. It is contrary that means the resampling queue underestimates the PS queue mean response time to 

the service time distribution with decreasing hazard rate.  

Wu De-An et al., [18] investigated an M/G/1 queue with exhaustive service discipline and multiple vacations that 

means the server works with different service times instead of stopping service completely in a vacation. For the 

distribution of the vacation length, the Laplace-Stieltjes transform is assumed as a rational function. By using the 

transient solution for the queue size, the LST of the distribution function and PGF have been derived for the 

system time of an arbitrary customer. An M/G/1/WV behaves like an M/G/1 queue if the vacation length is very 

small or very large.  

Charan Singh Jeet et al., [19] presents a single server queueing model by considering the arrived units in bulk 

with varying arrival rates in the Poisson process. The proposed system’s steady-state behaviour is investigated 

and different performance measures have been obtained by assuming the supplementary variable technique and 

probability reasoning in addition to the incorporation of maximum entropy principle. The model can be utilized 

to deal with the real-time applications of various industries by implementing the concepts like general service 

time, balking, vacation, etc.  

Jafarnejad Ghomi et al., [20] studied the modelling of cloud computing based on a queuing theory have been 

investigated and presented the results of an SMS integrated with SLR of the existing studies of AQTMCC. 

Additionally, it provides the need for conducting more research on AQTMCC and its future line.  

Ke Jau-Chuan et al., [21] focused on studying a general retrial queue with balking and feedback in which a policy 

of modified vacation operates by the server. Some specific performance measures have been derived with the 

implementation of the supplementary variable technique in a general retrial system. Based on the analyzations on 
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different performance metrics, the general decomposition law is a good fit for this model which may operate in 

some real-time applications like e-mail system, WWW server, etc.  

 

III. Proposed Method 

 

Primarily, provide input for all the data such as PC, N, B, C, TH
S , TC

S, and . The maximum time (TMax) is defined 

for which the system will run and the minimum time (TMin) will take to reach the steady state condition. For all 

the 5 storage servers, the response time is set to 0. The file_popularities.txt and songs_allocation.txt files are 

imported in Matlab.  

For the given system, the primary task was to produce the client arrival request between t=0 to t<TMax. A file with 

name arrival requests is created for achieving this task i.e. empty at t=0 and filled out as time increases from 0 to 

TMax with a factor of t+1/. As soon as t becomes greater than 𝑇𝑀𝑎𝑥 the loop ends. The generated number of 

requests contain in the file at the end of the loop and the time at which the requests are produced from t=0 to 

t<TMax.  

The second task is to allocating the songs for the above generated requests. The probability of requesting a song 

from the file of file_popularities.txt to a file of cdf.txt is derived. Based on the approach of adaptive numerical 

integration, these probabilities can be added. Another file named as song_alloc.txt is made that has the same length 

like arrival request file and it doesn’t have songs. A loop from 1 to length of arrival request is running and a 

random number between 0 to 1 generates. Additionally, determines the first accumulative probability which is 

greater than the random number and allocate that song in the file of song_alloc.txt.  

In this work, the third task is to send the requests of a song to the servers by considering the file of 

song_allocation.txt. A file named server is created that includes a length with a range of 1 to the arrival request. 

In the file of song_allocation.txt, the songs are stored with a server number. The requested song has included in 

the song_alloc.txt. The requested song is matched with the stored server and the request is sent to that server.  

The song requests, arrival times, and server have already existed where the request is to be sent. Two scenarios 

have considered while sending the request to the server. In the first case, the song is in cache memory and 

secondly, the song is in disk memory. A rand function generates and compares it with PC when the rand is less 

than PC. For a fixed time of 10-4 seconds, the request is served. Or else, it will have an exponential service time 

and will go to the disk memory. The difference between the arrival time and end of service time is defined as the 

response time.  The end of service time will be = t + service time of request (TC
S or 𝑇𝐻

S).  

If a queue length < B than song goes to queue else drop request, a loop is running for determining the drop request. 

As mentioned the work description, the variance and other parameters are computed.  

 

3.1 Queuing model 

Due to the customers may have to wait in the queue before serving them by the system, the queuing system can 

be defined as the waiting system in Spotify back end server is shown in figure 2.  

For the system, the Kendal notation will be M/G/5/100, where 100 represents the system’s queue length, 5 

indicates the number of servers in the system, G refers the general system (unspecified), and M represents that the 

arrival process is a Poisson process. 
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Figure 2: Queuing model in Spotify back-end system 

 

The definition of arrival process is described as the generated number of requests by the customers. Based on the 

Poisson Process, the customer requests are provided. The parameter lambda (λ) whose value is to be 5000 requests 

per second is provided. By using the Spotify manager, the request is sent to the storage server where the song is 

stored.  

As the client request can be served, the service time distribution is not specified with the use of two different 

service time intervals. In the server’s cache memory, the first service time interval is a fixed time interval for the 

stored songs. In the hard disk, the second service time interval is an exponential time interval for the stored songs. 

TC
S denotes the service cache time that has a fixed value of 10-4 seconds and TH

C indicates the service disk time 

which includes an exponentially distributed time with 10-3 seconds. A song will have a probability of a service 

cache time which is given by PC with a value of 0.25 and a probability of a service disk time is given by 1-PC with 

a value of 0.75. 

3.2 Parameter Setting  

The parameter setting for the considered scenario is listed out in Table 1.  

 

Table 1: List of parameters for the numerical solutions 

 

Request Arrival Rate (𝜆) 5000 sec−1 

Service Time (cache)(TS
C) 10−4 𝑠𝑒𝑐 

Service Time (disk) (TS
H) ~ exp(𝜇) ,  1 𝜇⁄ =  𝑇̅𝐶

𝐻 =  10−3sec 

Number of Servers (C) 5 

Buffer Capacity (B) 100 

Number of Songs (N) 103 

Cache Availability (pC) 0.25 
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The popularity vector Q is contained in the file i.e. filepopularities.txt and is the popularity of each song (1000 

songs). The song allocation vector C includes in the file song allocation.txt. The number of the respective server 

for each song i.e. 1, 2, 3, 4, or 5. Between the two files’ entries, one-to-one correspondence is existed. 

 

IV. Results and discussion 

4.1 System Simulation  

The above system simulates through the designing and implementing of a program. Any programming 

development environment is allowed to use in addition to the MatlabTM. We can consider a benefit of its statistic 

toolbox which includes libraries for random generators and probability distributions.  

It’s recommended to draw a pseudo-code of the simulator before starting the programming and utilize for checking 

whether the simulator operates according to the requirements. In the following section, the pseudo-code delivers 

in addition to the answers.  

For extracting the significant results statistically, the above system simulates for a period of time i.e. sufficiently 

long after implementing the system. For some initial warm-up period, the simulator run is allowed and the results 

are collected after completing this period. Accordingly, the system has been reached to the steady-state.  

4.2 Performance Evaluation  

4.2.1 Queuing System  

The Spotify back-end server is modelled by using the queuing systems and is to be simulated. The block diagrams 

and the Kendall notations are provided. The distributions of service time and the arrival processes have been 

defined together with the parameters.  

4.2.2 Response Time  

The queuing systems are simulated and computed the Spotify back-end system’s performance in terms of the 

response time. The empirical distribution (CDF) of the requests’ response time is delegated to the derived server 

for each storage. The average response time is measured for each server.  

Response time of system with 𝑷𝑪 = 0.25 

Figure 3 represents the response time at server 1. The average response time at server 1 is 0.0767. 

 
Figure 3: Response time at 1 server 

Figure 4 represents the response time at server 2. The average response time at server 2 is 0.0728. 
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Figure 4: Response time at 2 servers 

Figure 5 represents the response time at server 3. The average response time at server 3 is 0.0046. 

 
Figure 5: Response time at 3 servers 

Figure 6 represents the response time at server 4. The average response time at server 4 is 0.0014. 
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Figure 6: Response time at 4 servers  

Figure 7 represents the response time at server 4. The average response time at server 5 is 0.0010. 

 
Figure 7: Response time at 5 servers 

Table 2 represents average response time at different servers. If the number of servers increases the average 

response time to be decreased. 

Table 2: Average response time at different servers  

 

Number of servers 1 2 3 4 5 

Average Response Time 0.0767 0.0728 0.0046 0.0014 0.0010 
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4.2.3 The Effect of Caching  

The system simulates by reducing pC until it reaches to 0 or no cashing. The resulting average response time per 

server is compared with the original system and demonstrates the simulated results. The infinite buffer capacity 

approximation at the storage servers and pC = 0 are considered. Based on the known analytic results, the 

approximate CDF of the system response time is provided.  

 

4.2.4 Service Denial  

The Spotify back-end performance is measured for the original system in terms of service denial. That is, the 

storage servers are dropped the percentage of client requests as their buffer is full. For each storage server, the 

probability of service denial is provided and the result is evaluated and shown in table 3.  

Table 3: Performance measurements at different servers 

Number of Server  1 2 3 4 5 

Dropped Packets (DP) 3843 1500 0 0 0 

Total number of packets 14755 12610 8390 4370 2190 

Probability of dropped packet 0.2604 0.1189 0 0 0 

 

4.2.5 Load Balancing  

At each storage server, the sample variance (ˆσ2) of the average response times is determined:  

𝜎2 =  
1

𝐶
 ∑(𝑇𝐶

𝑗
− 𝜇𝑇𝐶)2

𝐶

𝑗=1

 

Where µTC indicates the sample mean of the average response times by considering all storage servers and T j C 

denotes the measured average response time for server j:  

𝜇⋀𝑇𝐶 =
1

𝐶
 ∑ 𝑇𝐶

𝐾

𝐶

𝐾=1

 

At the storage servers, an allocation of a different song is suggested to reduce the variations between the response 

times. The variances at different servers are shown in table 4. 

Table 4: Server response time at different variations 

Number of Server 1 2 3 4 5 

Variance 1.0178e-04 1.4600e-04 1.4653e-05 2.6036e-06 1.5914e-06 

 

For the same client request demand (λ) and song popularity vector Q, the system is simulated by considering the 

proposed song allocation vector, C´. The new average response times is measured for the storage servers. These 

simulated results are compared with the original system and evaluated them whether the proposal was good or 

not.  

 

Conclusions 

In this paper, real time case study is conducted by considering the Spotify server streaming platform. In real time 

scenario, analytic tools of queuing theory are unable to evaluate the performance of the system. The proposed 

M/G/1 model is developed for real time applications and it has been evaluated in terms of service denial, service 

duration and response time. 
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