The Effect of Outlier on Lasso Estimators and Regressions
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Abstract:
Lasso regression (Least Absolute Shrinkage and Selection Operator) dependent on reducing shrinkage. This kind regression deals with cases in which the explained variables have a multicollinearity problem between them and in models include a large number of explained variables with the goal is to focus on the variables that have the most effect on the dependent variable. In this research Lasso regression were presented with deferent (sample size, number of explained variables and number of outliers) to show its effect on lasso and Bayesian lasso regression. Numerical results showed that Lasso estimator was affected by each of the sample size, outlier's ratios and regression method. Other methods, such as shrinkage ridge and Bayesian ridge methods can be used for comparison with the assumed methods.
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1. Introduction
Lasso Regression It is a new variable selection technique proposed by Robert Tibshirani in 1996. Lasso is a method for reducing shrinkage. Its basic idea is to reduce the sum of the squared residuals under the constraint that the sum of the absolute error values of the regression coefficients is less than a constant. In this field, many researches have been proposed like:-
The research presented by Jian Huang and others in (2006) In this paper, the effect of regression has been shown in the case of many dimensions of the explained variables With the change of covariance when increasing the sample size[4].
The research presented by Yiyuan she and others in (2011). The research include Nonconvex Penalized to detect outlier values in regression data sets with Masking in various P values [8]
The research presented by S.M.A.Khaleelur Rahman and others in (2012). The research include the Outliers are affected by multiple regression according to the least squares method The results show that the outliers method was affected [5].
The research presented by Achim Ahrens and others in (2019). The research includes the method of least squares and its effect on the number of explained variables, while presenting the theoretical aspects of lasso and ridge regression [1]. This research include applying Lasso regression on deferent data sets with outlier ratios.

2. Lasso Reg
Lasso method was first presented in geophysical literature in (1982) [8], The term Lasso represents the first letters of the concept (Least Absolute Shrinkage and Selection Operator), it is a penalty function of the a method for estimating the parameters of the regression model and selecting with organizing the variables included in the model to increase the explanatory accuracy of the regression models by choose a subset of the common variables in the final model instead of using all of them, in the Lasso method the sum square errors of the proposed model is minimized [3]. Lasso was originally designed for Least squares models with a large amount of estimator behavior via the Lasso parameter or so-called Soft Thresholding, including the relationship of the Lasso estimator with the Ridge Regression estimator and the best subset selection of the variables. Which is similar to the Stepwise selection method, Lasso coefficient estimates should not be single if the explanatory variables suffer from the problem of multicollinearity
Lasso method has the ability to choose a subset based on the constraint formula, and although the Lasso is defined for least squares, the Lasso method can easily be used in a wide range of statistical models, including generalized linear models, generalized estimation factors, relative risk models, and...
M estimators. Lasso can be used in many fields such as geometry, Bayesian statistics, and convex analysis.

Before the Lasso regression method, the most used method for selecting the explanatory variables that are included within the model was the Stepwise Selection method, which improves the accuracy of the model in certain cases, especially when some explanatory variables have a strong relationship with the response variable, which makes the prediction inaccurate, as well as Ridge Regression is the most popular method used to improve the prediction accuracy of the regression model. It improves prediction error by reducing large regression coefficients in order to reduce redundancy, but does not perform co-selection and thus does not help make the model more interpretable.

Whereas Lasso can achieve both goals by making the set of absolute values of the regression coefficients have quantities less than a constant value, forcing some of the coefficients to be equal to zero, while choosing a simpler model that does not include these coefficients.

1-2 General Lasso Formula

Lasso regression parameters were estimated according to the principle of least squares from the basic formula as follows:

\[
\min_{\beta_0, \beta} \left\{ \frac{1}{N} \sum_{i=1}^{N} (y_i - \beta_0 - x_i^T \beta)^2 \right\} \quad (1)
\]

Subject to \(\sum_{j=1}^{p} |\beta_j| \leq t\)

With

- \(N\) represent sample size
- \(Y\) represent dependent variable with size NX1
- \(X\) represent Explained Variables with size NXP
- \(P\) represent number of Explained Variables
- \(t\) represent a pre-set free parameter that specifies the amount of shrink

Lasso formula can be written as follows:

\[
\min_{\beta_0, \beta} \left\{ \frac{1}{N} \|y - X\beta\|^2 \right\} \quad (2)
\]

Subject to \(||\beta|| \leq t\)

With

\[
||\beta||_p = \left( \sum_{i=1}^{N} |\beta_i|^p \right)^{1/p} \quad (3)
\]

When \((P=1)\) Then \(||\beta||_1\) becomes the standard length \(\ell^P\)

Since we have

\[
\hat{\beta}_0 = \bar{y} - \bar{x}_i^T \beta \quad (4)
\]

Then

\[
y_i - \beta_0 - x_i^T \beta = y_i - (\bar{y} - \bar{x}_i^T \beta) - x_i^T \beta
\]

\[
y_i - \beta_0 - x_i^T \beta = (y_i - \bar{y}) - (x_i - \bar{x})^T \beta
\]

with

- \((\bar{x})\) denotes the standard mean of the data points \((x_i)\)
- \((\bar{y})\) the mean of the dependent variable (response variable \((y_i)\))

Thus, it is natural to work with variables that have been centralized (making their mean equal to zero) in addition to the explanatory variables being typically standardized i.e.

\[
\frac{1}{N} \sum_{i=1}^{N} x_i = 0 \quad \text{and} \quad \frac{1}{N} \sum_{i=1}^{N} x_i^2 = 1
\]

Then formula (1) can be rewritten as follows:

\[
\min_{\beta_0, \beta} \left\{ \frac{1}{N} \|y - X\beta\|^2 \right\} \quad (5)
\]

Subject to

\(||\beta||_1 \leq t\)
It is in the LaGrange multiplicative form of the as follows:

$$\min_{\beta \in \mathbb{R}^P} \{ \frac{1}{N} ||y - X\beta||_2^2 + \lambda ||\beta||_1 \}$$

With

$(\lambda)$ denote the parameter that controls the penalty force (shrinkage) over the regression estimators.

### 2.2 Properties of Lasso Estimators

There are some lasso estimator properties that can list as follows:

#### a- Orthonormal Covariates

Suppose that covariates are normally orthogonal, such that

$$(x_i \mid x_j) = \delta_{ij}$$

With $(\cdot \mid \cdot)$ denote Inner product

$\delta_{ij}$ denote Kroncher delta Such that

$$\delta_{ij} = \begin{cases} 
0 & \text{if } i \neq j \\
1 & \text{if } i = j 
\end{cases}$$

By using the iterative method of Sub gradient, which is one of the methods for solving less intrusive problems, we obtain:

$$\hat{\beta}_j = S_{\lambda N} (\hat{\beta}_j^{OLS}) = \hat{\beta}_j^{OLS} \text{Max}(0,1 - \frac{N\lambda}{||\hat{\beta}_j^{OLS}||}) \quad (6)$$

With

$$\hat{\beta}_j^{OLS} = (X^TX)^{-1}X^TY \quad (7)$$

and

$S_{\lambda N}$ denote Smooth Threshold

So the goal is to reduce the following formula

$$\min_{\beta \in \mathbb{R}^P} \{ \frac{1}{N} ||y - X\beta||_2^2 + \lambda ||\beta||_0 \} \quad (8)$$

And

$$\hat{\beta}_j = (1 + N\lambda)^{-1} \hat{\beta}_j^{OLS} \quad (9)$$

since the ridge regression shrinks all the coefficients by the variable factor of $(1 + N\lambda)^{-1}$ and does not put any of the coefficients to zero.

Then

$$\min_{\beta \in \mathbb{R}^P} \{ \frac{1}{N} ||y - X\beta||_2^2 + \lambda ||\beta||_0 \} \quad (10)$$

And

$$\hat{\beta}_j = H_{\sqrt{N\lambda}} (\hat{\beta}_j^{OLS}) = \left( ||\hat{\beta}_j^{OLS}|| > \sqrt{N\lambda} \right) \quad (11)$$

With

$H_{\sqrt{N\lambda}}$ represent Limit threshold

We note that the Lasso estimates combine the characteristics of the ridge regression and the regression of the best partial choice. It converts all parameters to zero with a fixed value and adjusts them to zero if they reach.

#### b- Correlated Covariates

Returning to the general form of lasso in which the different covariates may not be explanatory, in which case two explanatory variables ($i$ and $j$) are identical for each case so that

$x_i = x_j$

Then the parameter values

$B_i$ & $B_j$

Which minimizes the Lasso objective function is not uniquely defined and in case of $\hat{\beta}_i, \hat{\beta}_j \geq 0$

And if

$s \in [0,1]$. 

---
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By replacing \((\widehat{B}_i)\) by
\[
s(\widehat{B}_i + \widehat{B}_j) \quad \& \quad 1 - s(\widehat{B}_i + \widehat{B}_j) \quad \ldots (12)
\]
While retaining the rest \((\widehat{B}_i)\)
And we’ll get a new solution and the Lasso function continues to shrink the coefficients.

3. Bayesian Lasso Regression
Just like Bayesian approach the lasso regression estimated parameters have been assigned prior distribution to include in lasso regression. In (1996) Tibshirani use the lasso estimators as a posterior when the regression estimators distributed as independent identical Laplace distribution[2].

lasso estimators can proposed to be the mode of the posterior distribution for
\[
\hat{\beta}_L = \arg \max_\beta \ p\left(\frac{\beta}{\sigma^2}, \tau_1, \tau_2\right) \quad \ldots (13)
\]
With
\[
p\left(\frac{\beta}{\tau}\right) = \left(\frac{\tau}{2}\right)^p e^{-\tau \|\beta\|_1} \quad \ldots (14)
\]

The likelihood
\[
p\left(\frac{Y}{\beta}, \sigma^2\right) = N\left(\frac{Y}{XB}, \sigma^2 I_n\right) \quad \ldots (15)
\]
For any fixed \((\sigma^2 > 0, \tau > 0)\) values the posterior mode for \((\beta)\) will be lasso estimators with penalty function \((\lambda = 2\tau \sigma^2)\)
The Bayesian Lasso is
\[
\pi\left(\frac{\beta}{\sigma^2}\right) = \frac{\lambda}{2\sigma} e^{-\frac{\lambda}{2\sigma}} \quad \ldots (16)
\]

4. Experimental Results
Research included sets of data each of them with (3 Explained variables and 2000 sample size (\(XN\) with no Outlier, \(XN1\) with 5% Outliers, \(XN2\) with 10% Outliers, \(XN3\) with 15% Outliers, \(XN4\) with 20% Outliers, \(XN5\) with 25% Outliers))

The results are illustrated in the following figures and tables
Fig(1) the Plot of Coefficients fit by lasso with various Outlier ratios
Fig(1) table showed that Lambda values in range ($10^0 - 10^1$) for normal data, while they reached in range ($10^1 - 10^2$) for all data with Outliers.

**Table (1) Ans for Each Outlier Ratios**

<table>
<thead>
<tr>
<th>XN</th>
<th>XN1</th>
<th>XN2</th>
<th>XN3</th>
<th>XN4</th>
<th>XN5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-0.00131</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1.885529</td>
<td>1.880074</td>
<td>1.909919</td>
<td>1.90644</td>
<td>1.899031</td>
<td>1.889054</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table (1) shows the ans values was similar for each normal and data with Outlier sets.

**Table (2) the P values (Min,Max and Average) Values for Each data sets**

<table>
<thead>
<tr>
<th>Data</th>
<th>Step</th>
<th>Min</th>
<th>Max</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>XN</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0</td>
<td>1.885529</td>
<td>1.022836529</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-2.936653182</td>
<td>0</td>
<td>-2.230131267</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>XN1</td>
<td>1</td>
<td>-0.020213675</td>
<td>0</td>
<td>-0.004349185</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0</td>
<td>1.890732496</td>
<td>0.862277094</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-2.905287328</td>
<td>-1.38582E-15</td>
<td>-1.835865805</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>XN2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0</td>
<td>1.931842015</td>
<td>1.289433634</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-2.91396312</td>
<td>0</td>
<td>-2.075751997</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>XN3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0</td>
<td>1.922314122</td>
<td>1.165941469</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-2.918571598</td>
<td>0</td>
<td>-2.048316616</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>XN4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0</td>
<td>1.91616459</td>
<td>1.103649041</td>
</tr>
</tbody>
</table>
Table (2) shows that P (Min Max and Average) values similar times and dissimilar other times for each normal and data with Outlier sets.

Table (3) The P values (Max, Min and Average) Values for (Fit intercept ,Fit Information of Lambda ,Mse and Se) for Each data sets .

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>Max</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>XN</td>
<td>0.259579328</td>
<td>11.77160716</td>
<td>3.091551963</td>
</tr>
<tr>
<td>XN1</td>
<td>128.8731905</td>
<td>28.73637854</td>
<td>48.45385254</td>
</tr>
<tr>
<td>XN2</td>
<td>264.9829752</td>
<td>68.09731129</td>
<td>93.15786009</td>
</tr>
<tr>
<td>XN3</td>
<td>370.3162998</td>
<td>93.15786009</td>
<td>150.45385254</td>
</tr>
<tr>
<td>XN4</td>
<td>51213.93</td>
<td>150.45385254</td>
<td>211600.7728</td>
</tr>
<tr>
<td>XN5</td>
<td>240964.1312</td>
<td>57715.16864</td>
<td>240964.1312</td>
</tr>
</tbody>
</table>

Table (3) Shows that (Mse) effected by Outlier ratios (Mse highly increase with increasing Outlier ratios)
Fig(2) fit-intercept values for Each data sets
Fig(2) Shows that fit-intercept values for Each data sets was decreasing in increasing Outlier rations.
Table (4) the (Max,Min and Average) Values for (Lambda Min Mse and Lambda Max Mse) for Each data sets

<table>
<thead>
<tr>
<th></th>
<th>XN</th>
<th>XN1</th>
<th>XN2</th>
<th>XN3</th>
<th>XN4</th>
<th>XN5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lambda Min Mse</td>
<td>0.259579</td>
<td>1.350096</td>
<td>4.367466</td>
<td>5.324125</td>
<td>6.779522</td>
<td>7.134411</td>
</tr>
<tr>
<td>Lambda Max Mse</td>
<td>0.259579</td>
<td>1.481729</td>
<td>5.773533</td>
<td>6.412928</td>
<td>8.165959</td>
<td>8.593423</td>
</tr>
</tbody>
</table>

Table (4) shows that Lambda (Min and Max) values was effected and increasing by increasing Outlier ratios.
Table (5) Fit Information for Each data sets

<table>
<thead>
<tr>
<th></th>
<th>XN</th>
<th>XN1</th>
<th>XN2</th>
<th>XN3</th>
<th>XN4</th>
<th>XN5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.00384</td>
<td>-0.00047</td>
<td>-0.00039</td>
<td>-0.00021</td>
<td>-0.0001</td>
<td>-4.29E-05</td>
</tr>
<tr>
<td></td>
<td>1.995239</td>
<td>1.999485</td>
<td>1.999828</td>
<td>1.999939</td>
<td>1.999955</td>
<td>2.000016</td>
</tr>
<tr>
<td></td>
<td>0.001376</td>
<td>0.000694</td>
<td>0.000266</td>
<td>4.02E-05</td>
<td>1.24E-05</td>
<td>-8.87E-05</td>
</tr>
<tr>
<td></td>
<td>0.00315</td>
<td>0.000225</td>
<td>9.90E-05</td>
<td>2.84E-05</td>
<td>2.25E-05</td>
<td>-3.03E-06</td>
</tr>
</tbody>
</table>
Fig(3) fit information lambda values for Each data sets

Fig(4) fit of intercept for Each data sets
Fig(5) Fit information of lambda for Each data sets

Fig(6) Mse values for Each data sets
Fig (3-7) shows that each values of them was effected increasing some times and decreasing other times with increasing Outlier ratios

Conclusions and Suggestions
1- Lasso regression estimators affected by Outlier ratios
2- Mean Square Errors for lasso regression affected by Outlier ratios
3- In increasing of Outlier ratios some of lasso parameters will increase and others will decrease
4- Kernal regression can be compared with lasso regression in data include Outlier
5- Other Outlier ratios can be include in the data sets
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