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Abstract— Strabismus is one of the most common vision diseases in which the eyes do not properly align with each other 

when looking at an object. The condition may be present occasionally or constantly and if it is present during a large part of 

childhood, it may result in amblyopia or loss of depth perception. In contrast to manual diagnosis, automatic recognition can 

significantly reduce labor cost and increase diagnosis efficiency. In this paper, we propose to detect ICD-10-CM Code H50.9 

unspecified strabismus using CNN and Image Processing techniques. There are four types of strabismus namely exotropia, 

esotropia, hypertropia and hypotropia which we aim to detect. We furthermore aim to introduce a GUI particularly into pediatric 

ophthalmology where obtaining relevant diagnostic information is taxing. 

Keywords—International Classification of Diseases (ICD), Convolutional Neural Network (CNN), Python Imaging Library 

(PIL), Support Vector Machine (SVM) 

I. INTRODUCTION  

Strabismus is a common ophthalmic disease that can lead to weak 3D perception, amblyopia (termed lazy eye 

as well), or even blindness if it is not timely diagnosed and well treated [1, 2].  More importantly, it has been shown 

that strabismus would cause serious psychosocial consequences in both children and adults [3–6]. Many young 

strabismic patients could be well treated if diagnosis and treatment were taken at their early ages. A preschool child’s 

strabismus has a much larger chance to be cured than that of an adult. Timely diagnosis is thus essential. Traditional 

strabismus diagnosis methods, for example, cover test, Hirschberg test, and Maddox rod, are manually conducted 

by professional ophthalmologists. This would make the diagnosis expensive and drive people out of professional 

examinations consequently.  In view of that, we propose automatic recognition of strabismus in this paper. 

Automatic recognition of strabismus, which can be termed strabismus recognition as well, would perform strabismus 

diagnosis without ophthalmologists. 

As a result, the diagnosis cost can be significantly reduced. We realize strabismus recognition by exploiting 

Region based fully convolutional networks (R-FCN) [7] for eye-region segmentation. The proposed strabismus 

recognition method allows us to build an objective and automatic diagnosis system that could be used to carry out 

strabismus examination in large communities. For instance, we can place the system in a school or college such that 

the students can take their examinations at any time. Before ending this introductory section, it is worth mentioning 

the contributions of this paper as follows: 

(i)We exploit convolutional neural networks to generate appropriate features image representation. 

(ii)We demonstrate that natural image features learnt by convolutional neural networks can be well transferred 

to represent eye-region segmentation data, and strabismus can be effectively recognized by our method. 

II. STATE OF THE ART   

TABLE I.  LITERATURE SURVEY 

Review Paper Author Published Objective 

Objective vision 

screening using 

PlusoptiX for 

children aged 

3–11 years in 

rural Turkey 

Silay Canturk 

Ugurbas, 

BMC 

Ophthalmology 

12 March 2019 This population 

based cross 

sectional study 

was conducted 

to detect 

amblyopia risk 

factors and 

myopia in a rural 

district of North-

western Turkey 

by using 

PlusoptiX S12R 

(Photo screener 

PlusoptiX Inc., 

Nuremberg, 

Germany). 
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Paediatric 

vision screening 

using the 

plusoptiX A12C 

photo screener 

in Chinese 

preschool 

children aged 3 

to 4 years 

Dan Huang, 

Xuejuan Chen 

 

17 May 2017 This study 

evaluated the 

performance of 

plusoptiX A12C 

in detecting 

amblyopia risk 

factors (ARFs) 

in Chinese 

children aged 3-

4 years. 

Automated 

strabismus 

Detection based 

on Deep Neural 

Networks for 

Telemedicine 

Applications 

Jiewei Lu, 

Jingan Feng, 

Zhun Fan, 

Longtao Huang, 

Ce Zheng, 

Wenji Li  

09 September 2019 In this paper, a 

tele strabismus 

dataset is 

founded by the 

ophthalmologists

. A deep 

convolutional 

neural network 

is built and 

trained in order 

to classify the 

segmented eye 

regions as 

strabismus or 

normal. 

Strabismus 

Recognition 

Using Eye-

Tracking Data 

and CNN 

 

Zenghai Chen, 

Hong Fu, 

Wai-Lun Lo, 

 Zheru Chi 

 

26 April 2018 In this paper, we 

propose to 

recognize 

strabismus using 

eye-tracking 

data and CNN. 

Experimental 

results 

demonstrate that 

the natural 

image features 

can be well 

transferred to 

represent eye-

tracking data, 

and strabismus 

can be 

effectively 

recognized by 

our proposed 

method. 

 

III. PROPOSED WORK 

In this paper, we will be developing a new algorithm based on neural networks which will be used to detect 

strabismus. The proposed algorithm comprises of two parts. In the first part, eye region segmentation is performed 

by using R-FCN[7]. In the second part, a CNN is applied to classify the segmented eye regions as strabismus or 

normal.  
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A. Eye-Region Segmentation 

      Strabismus detection is based on the eye regions of the human faces. In this part, R-FCN is applied to segment 

the eye regions. R-FCN is basically a region-based object detector. R-FCN consists of two stages i.e. : 1) region  

 

proposal and 2) region classification. In the first stage, the Region Proposal Network (RPN) [8] is applied to 

extract the regions of interest (RoIs). In the second stage, the candidate RoI’s are classified as object categories or 

background. In this paper, ResNet-101 [9] is espoused as the backone of R-FCN, and online hard example mining 

(OHEM) [10] is used to train R-FCN.  

 

Various eye regions are segmented by R-FCN, which are further resized into 224×224×3 and fed into the CNNs. 

Figure 1 and 2 show examples of normal and strabismus images after the eye regions are segmented. 

 

B. Establishing CNN’s 

 

      After segmentation of the eye regions, a deep CNN is trained to perform eye region classification. The CNN 

consists of multiple neurons, which are arranged in rectangular layers [11]. The spatial arrangement of neurons is 

the fundamental property of CNNs. In addition to this, Sparse Connectivity, Parameter Sharing and Pooling are 

the other important properties of CNNs. 

 

 

 

 

 

 

• Sparse Connectivity signifies that each neuron in CNN is only connected to a small region of neurons in the 

previous layers or the subsequent layers. It is achieved by using a kernel smaller than the input. For example, 

when performing image classification, the input image may have a lot of pixels, however, only a few useful 

features, such as edge and shape, are detected by kernels. Sparse Connectivity can reduce the number of 

stored parameters, which will increase the efficiency of the network. 

• Parameter Sharing means that the neurons in the same layer share the same parameters. It indicates that 

instead of calculating a separate set of parameters for each new location, only one set of parameters need to 

be calculated. 

 
Figure 1. Orthotropia (Normal) 

 

 
Figure 2. Exotropia (Strabismus) 
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• Pooling indicates that instead of performing convolution, the aggregations of the neurons output is 

performed. Max-pooling is the most widely used pooling function, which aggregates the neurons and the 

output is the maximum value in a rectangular region. 

The architecture of our CNN is made up of five convolutional layers and three pooling layers, finalized with 

three fully connected layers. Convolutional layers are applied to detect significant features. Pooling layers are 

used to preserve task related information and remove unnecessary details [12]. When the “cube” is flattened, it 

is fed into the fully connected layer which then derives final classification decision whether the eye is normal or 

the patient is suffering from strabismus. 

 
 

Figure 4. CNN architecture 
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IV. IMPLEMENTATION 

In this paper, we will be introducing five modules which are implemented to obtain the desired results. 

A. Datasets 

      A structured ophthalmic database of 1000 patients with images of various resolutions, ranging from 

1033x900 to 78x150 is used for efficient training. This dataset is meant to represent “real-life” set of patient 

information. We have created a graphical user interface using python Tkinter to load the image from the database 

and also to display the output to the user.  The Python Imaging Library (PIL) adds support for opening, 

manipulating and saving different image formats. The image obtained after segmentation is read and then 

converted to grayscale for further pre-processing. 

B. Feature Estimation 

Feature Estimator exploits R-FCN to obtain the Rectangular region of interest (ROI) of the eye through region 

proposal and region classification. 

C. Feature Extraction 

Feature Extractor consists of our network architecture. It consists of five convolutional layers and three pooling 

layers, followed by three fully connected layers, as shown in Figure 3. Each convolutional layer is followed by 

a Relu layer [13], an effective activation function i.e., f(x)=max (0, x) to improve the performance of the CNNs. 

In addition, a dropout strategy [14] is used in the first two fully connected layers in order to prevent overfitting 

of data. 

D. Classification 

       SVM classifier is used for supervised learning which gives better performance than 

other classifiers. SVM classifies between two classes by constructing a hyperplane in high-dimensional feature 

space which can be used for classification. 

E. Performance Evaluation 

• True-Positive (TP): Correctly identified strabismus images. 

• True-Negative (TN): Correctly identified normal images. 

• False-Positive (FP): Incorrectly identified strabismus images. 

• False-Negative (FN): Incorrectly identified normal images. 

These results are then used to evaluate the Accuracy, Sensitivity and specificity of this system. These three factors 

are essential in determining the overall performance of system. 

V. RESULTS AND  DISCUSSION 

A. Calculation of Sensitivity, Specificity, Acuuracy and Area Under Curve (AUC) to determine 

performance of the proposed method : 

𝐒𝐞𝐧𝐬𝐢𝐭𝐢𝐯𝐢𝐭𝐲 =
𝐓𝐏

𝐓𝐏 + 𝐅𝐍
 

 

𝐒𝐩𝐞𝐜𝐢𝐟𝐢𝐜𝐢𝐭𝐲 =
𝐓𝐍

𝐓𝐍 + 𝐅𝐏
 

 

𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲 =
𝐓𝐏 + 𝐓𝐍

(𝐓𝐏 + 𝐅𝐏 + 𝐅𝐍 + 𝐓𝐍)
 

 

• Sensitivity and Specificity indicate the algorithm’s ability of identifying normal and strabismus images. 

• Accuracy is used for evaluating the overall classification performance. 

• The ROC curve plots two parameters i.e., the True Positive Rate (TP) and the False Positive Rate (FP). 

• Area under the receiver operating characteristic (ROC) curve, (AUC) is also applied to evaluate the 

overall classification performance of the proposed method. 

 

VI. CONCLUSION 

Nowadays strabismus has become a common ophthalmologic disease which is congenital or develops in 

infancy, it can cause amblyopia, in which brain ignores input from the deviated eye. Even with therapy for 

amblyopia stereo blindness may occur. In this paper, in order to achieve strabismus detection, we first use R-FCN 

to perform eye region segmentation, and then classifies the segmented eye regions as strabismus or normal with a 

deep convolutional neural network. Our goal is to aid in pediatric ophthalmological diagnostics in which obtaining 

relevant medical data from infants proves difficult and unreliable. 

 



Development of GUI for Detetection of Eye Disorders in Infants 

 

1985 

 

REFERENCES 

[1] M. S. Castanes, “Major review: the underutilization of vision screening (for amblyopia, optical anomalies and 

strabismus) among preschool age children,” Binocular Vision & Strabismus Quarterly, vol. 18, no. 4, pp. 217–

232, 2003. 

[2] S. M. Mojon-Azzi, A. Kunz, and D. S. Mojon, “The perception of strabismus by children and adults,” Graefe's 

Archive for Clinical and Experimental Ophthalmology, vol. 249, no. 5, pp. 753–757, 2011. 

[3] J. M. Durnian, C. P. Noonan, and I. B. Marsh, “The psychosocial effects of adult strabismus: a review,” The 

British Journal of Ophthalmology, vol. 95, no. 4, pp. 450–453, 2011. 

[4] B. G. Mohney, J. A. McKenzie, J. A. Capo, K. J. Nusz, D. Mrazek, and N. N. Diehl, “Mental illness in young 

adults who had strabismus as children,” Pediatrics, vol. 122, no. 5, pp. 1033–1038, 2008. 

[5] O. Uretmen, S. Egrilmez, S. Kose, K. Pamukcu, C. Akkin, and M. Palamar, “Negative social bias against 

children with strabismus,” Acta Ophthalmologica Scandinavica, vol. 81, no. 2, pp. 138–142, 2003. 

[6]   S. M. Mojon-Azzi and D. S. Mojon, “Opinion of headhunters about the ability of strabismic subjects to obtain 

employment,” Ophthalmologica, vol. 221, no. 6, pp. 430–433, 2007. 

[7]    J. Dai, Y. Li, K. He, J. Sun, R-fcn: Object detection via region-based fully convolutional networks, in: 

Advances in neural information processing systems, 2016, pp. 379–387. 

[8]  S. Ren, K. He, R. Girshick, J. Sun, Faster r-cnn: Towards real-time object detection with region proposal 

networks, in: Advances in neural information processing systems, 2015, pp. 91–99. 

[9]   K. He, X. Zhang, S. Ren, J. Sun, Deep residual learning for image recognition, in: Proceedings of the IEEE 

conference on computer vision and pattern recognition, 2016, pp. 770–778. 

[10] A. Shrivastava, A. Gupta, R. Girshick, Training region-based object detectors with online hard example 

mining, in: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2016, pp. 761–

769. 

[11] Y. LeCun, Y. Bengio, G. Hinton, Deep learning, nature 521 (7553) (2015) 436. 

[12] Y.-L. Boureau, J. Ponce, Y. LeCun, A theoretical analysis of feature pooling in visual recognition, in: 

Proceedings of the 27th international conference on machine learning (ICML-10), 2010, pp. 111–118. 

[13] V. Nair, G. E. Hinton, Rectified linear units improve restricted boltzmann machines, in: Proceedings of the 

27th international conference on machine learning (ICML-10), 2010, pp. 807–814. 

[14]   A. Krizhevsky, I. Sutskever, G. E. Hinton, Imagenet classification with deep convolutional neural networks, 

in: Advances in neural information processing systems, 2012, pp. 1097–1105. 


