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Abstract: Recommending suitable product items to the target user is essential for the continued success of eCommerce. Today, 
many E-commerce systems adopt numerous recommendation techniques.  In this review paper, we analyse various hybrid 

recommender systems. Existing recommendation methods have challenges of data sparsity and efficiency, as the numbers of 

users, items, and interactions between the two in real-world applications increase fast. In this paper, we review relevant 
problems about a recommendation system and describe the relevant recommendation techniques used to overcome them. We 
also explore the evaluation process and proposed future research directions. We also identify newer challenges such as 
recommendations based on user profile and providing cross-domain recommendations. Network algorithm-based hybrid 
recommendation system is a good base with which we can respond best by discovering innovative options such as domain-
specific recommendations, processing larger datasets, etc. 
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1. Introduction  

With the rapid expansion of Internet technology and global computing, a variety of channels and methods to 

access information have brought great convenience for users. For this different domain experts take the help of a 

recommendation system that matches users with items. Recommendation system eases information overload and 

provides sales assistance through user guidance, advisory, and sometimes persuasion via various offers.  

In this review paper, we summarize the state of the art of Recommendation Systems in the last 10 years. We 

follow a systematic methodology to analyze and interpret the available facts. This methodology provides an 

unbiased and reproducible way for undertaking a review works. Many primary studies were retrieved from digital 

libraries and the most relevant papers were selected for more detailed processing. We hope this work will help 

anyone working in the field of Recommendation Systems, especially by providing insights about future trends or 

opportunities. 

2. Types Of Recommender System 

There are 5 types of Recommendation System: 

A. Personalized Recommendation System 

This type of recommendation system makes use of user profile and some contextual parameters of users and 

provide personalized recommendations to users. 

B. Collaborative Recommendation System 

This type of recommendation system makes use of the user profile, some contextual parameters, and data of 

the community to which the user belongs. It recommends a similar product to a user which other users of his 

community are buying. 

C. Content-based Recommendation System 

This type of recommendation system makes use of user profile, contextual parameters as well as features of 

the product. Based on this it recommends the product to the user which has the same feature as the product he 

has already purchased before. 

D. Knowledge-based Recommendation System 

This type of recommendation system makes use of user profile, contextual parameters, product features and 

knowledge models which keeps track of certain event in user’s demographics and accordingly do the 

recommendations. For example, in the case of the birthday of the user, it recommends a certain product. In the 

case of festivals related to the user’s religion like Diwali, it recommends a certain product to the user.  

E. Hybrid Recommendation 

This type of recommendation system makes use of a combination of all four recommendation system 

methods/parameter and try to recommend the best suitable product for the user. 

3.  Research Problems 

We summarize the most important Recommendation System problems the studies try to solve. Studies may 

address more than one problem. Below we describe each of the problems: 

A. Cold-start  
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This problem has to do with recommendations for new users or items. The system has no information about 

new user preferences and thus fails to recommend anything to them. In the case of new items, the system has no 

ratings for these items and doesn’t know whom to recommend. Cold-start was found in many studies. 

B. Data sparsity  

This problem arises from the fact that users usually rate a very limited number of the available items, especially 

when the catalogue is very large. Data sparsity was a research problem of many studies. 

C. Scalability  

This characteristic is difficult to achieve.  It consists of several users and products. Nowadays many 

eCommerce systems consist of millions of customers. It is difficult to recommend them correct sets of products 

from their hundreds of products. Improving scalability was addressed in some studies. 

D. Diversity  

Our system must understand diversity. Our system should have a recommendation list that consists of all 

products which are similar to each other. If one customer is not interested in any of the products in that list, he 

might not be interested in any of them and gets no value from that recommendation list. 

4. Recommendation Techniques 

A. N2VSCDNNR [14]. 

In conventional recommendation methods, we face the problems of data sparsity and efficiency as the numbers 

of users, items, and interactions between the two increases fast. In this paper, the author has implemented an 

innovative clustering recommender system based on node2vec technology and a rich information network, 

namely, N2VSCDNNR, to solve these problems.   

N2VSCDNNR Framework [14]: 

There are 5 parts of this framework: 

Phase I: Construction of Bipartite Networks 

The first phase is to construct a bipartite network. In recommender systems, constructing a user-item bipartite 

network based on their relationships is abundant. However, many times we face the problem of data sparsity, for 

example, some of the customers have very few records; making the constructed bipartite network is not sufficient 

to capture the real relationship between users and items. Therefore, the author has introduced item categories to 

effectively solve the sparsity problem. 

In particular, the construction of bipartite networks is performed in two steps: 

1. Build two bipartite networks, i.e., the user-item bipartite network and the item-category bipartite network. 

2. Build the user-category bipartite network by integrating the user-item bipartite network and the item-

category bipartite network, where the author has a weight between user and category which is the total number 

of times that the user checks the items in this category. 

Phase II: One-Mode Projection of Bipartite Networks 

This phase again is performed by following two steps: 

1. Project the user-item network into two separate networks, i.e., a user-user network and an item-item 

network, where the weight is the number of the common neighbors between the user (or item) and user (or item) 

in the corresponding bipartite networks with category, respectively. 

2. For either users or items, the two projection networks are integrated as one network. 

Phase III: Network Representation Using Node2vec 

Although in the first two-phase the network structure is enriched according to item categories, it is difficult to 

capture appropriate network features using traditional network analysis methods. So, in this paper, the author has 

adopted node2vec to learn continuous feature representations of nodes in a network. Because of its neighborhood 

sampling strategy, node2vec can learn fruitful information from the network. This helps to decrease the effect of 

data sparsity. Node2Vec is used to automatically capture network features of the generated projection networks 

to transform each user (or item) into a vector. 

Phase IV: Clustering Users and Items by SCDNN 

In this method, we cluster the users and items. For this, the SCDNN method is used. This method is based on 

dynamic nearest-neighbors (DNNs) and automatically cluster number determination algorithm, to cluster users 

(items) into several clusters based on the related user (item) vectors. 

Phase V: Two-Phase Personalized Recommendation 

In this step, the first author recommends item clusters to user clusters, and then further realize the personalized 

recommendation is being done in the following 2 phases:  

1. First, this method uses the number of user-item relationships between each item cluster and the target user 

cluster to quantify the item cluster. Then it used a basic clustering method, the K-means method, to divide all 

item clusters into two classes, and recommend the item clusters in the class with large average weights to the user 

cluster. 

2. Based on the k-means clustering recommendation results, some traditional recommendation algorithms are 

adopted to recommend items in the related item clusters to the users in each user cluster, based on the related 

rating records. 
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B. A new method to find neighbor users that improves the performance of Collaborative Filtering [15] 

One of the most successful techniques used in the Recommender System is Collaborative Filtering (CF). This 

method checks purchases made by other users to find products that are most similar to the target user. The 

collaborative Filtering efficiency is largely affected by Data sparsity and high dimensionality. In this paper, the 

author has tried to solve the mentioned problems through a neighbour user finding method.  

This method consists of the following 5 phases: 

Phase I: Data representation 

Phase II: Constructing items subspaces 

Phase III: Removing redundancy 

Phase IV: Neighbour user finding by using neighbour trees 

Phase V: Estimating rating value and give recommendation 

C. Collaborative filtering using ontology and dimensionality reduction techniques [16] 

In this research, the author has used dimensionality reduction and ontology techniques to solve the problem 

of sparsity and scalability. Then, the author has used ontology to improve the accuracy of recommendations in 

Collaborative Filtering. In the Collaborative Filtering part, the author has also used a dimensionality reduction 

technique, Singular Value Decomposition (SVD), to find the most similar items and users which can significantly 

improve the scalability of the recommendation method. Then the method is evaluated on two real-world datasets 

to show its effectiveness and compare the results with the results of methods in the literature. The results showed 

that the proposed method is effective in improving the sparsity and scalability problems in Collaborative Filtering.  

D. Structural Balance Theory-based E-commerce Recommendation over Big Rating Data [17] 

In the simple user-based collaborative Filtering method, this paper recommends the target user all the products 

which have been purchased or rated good by their friend. But it may happen that sometimes we can find a smaller 

number of a friend or no friends of the target user. For this, the given paper has approached SBT-Rec: Structural 

Balance Theory-based Product Item Recommendation Approach. SBT-Rec is introduced to recommend 

appropriate product items to the target user if the target user does not have similar friends, and product items 

preferred by the target user have no similar product items. Generally, SBT-Rec is based on “enemy’s enemy is a 

friend” and “enemy’s friend is an enemy” rules of Structural Balance Theory. 

E. Adaptive Deep Modelling of Users and Items Using Side Information for Recommendation [18] 

Matrix factorization (MF) is widely applied in traditional recommendation systems to model user preferences 

and item features by mapping the user-item ratings into a low-dimension latent vector space. However, Matrix 

Factorisation has ignored the individual diversity where the user’s preference for different unrated items is usually 

different. In this paper, the author has proposed a novel latent factor model called adaptive deep latent factor 

model (ADLFM), which learns the preference factor of users adaptively by the specific items under consideration. 

The author has also proposed a novel user representation method that is resulting from their rated item 

descriptions instead of original user-item ratings. Based on this, a deep neural network framework with an 

attention factor is further proposed to learn the adaptive representation of users.  

5. Research Gap  

We need to adapt the latest clustering algorithm to increase efficiency. We need to explore more networking 

algorithms for data sparsity. The model should be more robust and scalable. The threshold and another parameter 

of the model should be minimum and dynamic. Time complexity is still high in most of the models. 

Computational complexity is still high in most of the models.    

6. Future Work 

There is a need to propose a frame work for predicting the best-suited product to a range of users with different 

demographics with utmost accuracy and F1 Score (Planned matric for evaluation). The framework will use a 

combination of rich information networks, clustering and decision-making supervised algorithms. The framework 

will also make use of side information of users like demographics whenever available. 

7. Conclusion 

In the era of big data, a recommendation system helps users spend less time finding their favourite items. In 

this paper, we have surveyed the recent papers of reputed journals on solving data sparsity. Here we have 

summarized the approaches and techniques of the traditional and hybrid recommender systems, and discuss the 

major challenges and the advantages. Rich information network, clustering and decision-making model-based 

recommender system can learn the latent representation of users and items from massive data, and then construct 

a recommendation model which generates an effective recommendation list for the user. 

 

 

  

TABLE I 

SUMMARY OF ARTICLES ON RECOMMENDATION SYSTEM APPROACHES 

Problem Algorithms/Methods Research Gap 
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To solve a problem of Data Sparsity and 

efficiency in a traditional 

recommendation system 

One mode Projection of Bipartite 

Networks, Node2vec, Spectral 

Clustering, Dynamic Nearest 

Neighbor, K-Means 

There is a still chance of improving 

Precision, Recall, and Time complexity. 

To reduce the problem of Data sparsity 

and high dimensionality which are 

common in the traditional 

Recommendation system. 

Subspace clustering approach, A 

new similarity method to compute 

similarity value, 54/321 rating 

method. 

Less efficient in calculating similarity 

value as compared to another 

clustering algorithm. 

To solve a problem of sparsity and 

scalability, using dimensionality 

reduction and ontology techniques. 

Ontology, non-incremental 

Singular Value Decomposition 

(SVD). 

There is still a chance of improving the 

Clustering method, scalability can also 

be improved. 

To reduce the problem of the sparsity of 

Big Rating Data. 

Structural Balance Theory Similarity threshold assigned a fixed 

default value 

Develop a system that learns the 

preference factor of users adaptively by 

the specific items under consideration. 

Deep Neural Network Cannot work properly for sparse 

datasets. 

Hybrid recommender system which uses 

hypergraph topology. 

Social network, hypergraph 

topology, matrix factorization 

The computational complexity is high, and 

the number of the parameters is too high 

Improving traditional recommendation 

systems for improving performance in 

predicted accuracy and recommended 

precision. 

User correlation, evolutionary 

clustering 

Need to join some other information of 

the network into the design for further 

performance enhancement. 

To develop a more robust model as 

compared to the traditional model 

with penalty terms adapted 

automatically. 

Gaussian-Gamma distribution, 

Gibbs samples 

The model establishment is relatively 

complex when the distribution of the 

data is skewed. 

To better use the intrinsic structure of 

the user-item rating matrix and 

user/item content information. 

Dynamic single-element-based 

Collaborative Filtering integrating 

manifold regularization 

(DSMMF) 

Need to Check the effectiveness of 

constraints of manifolds and graph 

regularization 

To improve recommendation 

performance and alleviate the data 

sparsity. 

Context-aware enhanced model 

based on Gaussian mixture model. 

The establishment of the training 

model is complicated. 
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