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Abstract—In digital Very Large-Scale Integration (VLSI) the adder is a basic computational block for many circuits. Approximate adders were proposed as feasible solution in error-tolerant applications to provide a proper trade-off with accuracy to have better performance parameters in terms of energy, area, and delay. The state of the art of approximate adders are demonstrated in order to greatly enhance the operational features. To obtain the greatest number of approximation advantages, in this paper a systematic comparison between different approximate adders is presented. Highlighted Approximate Adder as a root map for various applications, which is more useful for some of the researcher's work in this field. This paper looks at existing estimated adder designs and compares them in terms including both error and circuit characteristics. Four different Approximate adders are reviewed in terms of Area, Delay, Simulation time and device utilization summary. Gate level implementation of selected adders are described in detail. The cost functions of selected Approximate adders are compared against various FPGA standard architectures. This paper looks at existing estimated adder designs and compares them in terms including both error and performance analysis. Comparison Results indicate an average of 49% change in Area Delay Product (ADP) and 6% variation in Simulation time.

Index Terms— Approximate adder, Area delay product (ADP), Field programmable gate array (FPGA), Parallel prefix adder, Very Large-Scale Integration (VLSI).

INTRODUCTION

In the design of digital circuits, the key goals are to reduce power consumption, optimize area and increase speed. Approximate adder is used as a basic element in almost all arithmetic operations such as multiplication, subtraction, and division in digital circuits. Designers have been paying a lot of attention to approximate adders in recent years since they can be used in a variety of applications where some error is acceptable [1]-[5]. Because of the high computation demand in applications, approximate adders have grown in popularity [6] such as machine learning, deep learning, image processing and digital signal processing (DSP), wireless communication and search engines. We intentionally introduce errors in these applications to take advantage of delay, area, and power.

Therefore, approximate adders with significant loss have been implemented because we do not require a single golden result for those applications, but rather a sufficient result. Approximate computing was implemented at various abstraction levels like dynamic-voltage-accuracy-frequency-scaling in [7], computation at algorithmic level in [8] and circuits are redesigned into approximate variants by inserting prediction logic designed specifically for arithmetic adders.

The approximate adders are, one with approximate adder cell and other with Han-Carlson adder is implemented. The proposed approximate adder is divided into non-overlapped summation blocks in which carry from the previous block is independent to the next summation block. The carry input from each block is dependent on the input operands itself, but not from the previous blocks. Carry chain propagation is truncated to adder block itself, in worst case carry propagated to next corresponding block, that reduces delay drastically. Approximate Adder cells (AAC) and Error Recovery Unit (ERU) which are widely used in Approximate Computing (AC) that are clearly described in the further sections of this paper.

This paper is structured as follows. Section II explains about Literature Survey. Section III highlights the Comparative Evaluation of State-of-Art Approximate adders. Finally, Discussions and Conclusion in section V.

LITERATURE SURVEY

In this section, we will briefly address current works that use a state-of-the-art approximate adder. The work in [9] is a reconfigurable approximate carry look ahead (CLA) adder that can be used as both an approximate and an exact adder. It implements the specification with an exact carry look ahead adder, as well as multiplexers to pick the accuracy configurability and function as an exact and approximate adder. In this control input is used to vary the function which will act as either approximate adder or exact adder. This method of implementation would result in increased hardware area complexity and delay.

The work in [10] implemented an estimated carry skip adder that is implemented using an exact carry skip adder. To reduce the overall critical path delay, the n-bit adder is divided into 1-bit sub adders, with each sub adder receiving the carry from the carry prediction block. In order to increase accuracy and minimize error rate, an
additional error magnitude correction block is used. As a result, adding this additional block to the estimated adder design would increase the critical path delay and power consumption. The design's cost function is affected.

A high-accuracy block-based carry speculative adder (BCSA) is proposed in [11], which is implemented using a carry propagate adder and includes an error prediction unit. The key disadvantage of this design is the broad critical path delay from input to output, despite the lower error rate and area overhead.

The BCSA approach [11] implements an n-bit approximate carry speculative adder using sub blocks, with carry prediction units performing parallel operations on these sub blocks. The BCSA method divides the n-bit adder into l-bit summation blocks, each subblock containing l-bits, to perform n-bit addition. Carry prediction and selection units are present in the sub adder. The carry from the previous block does not rely on the input of the next block to perform the parallel operation in each block.

Fig.1. Implementation of block based approximate adder with carry prediction unit.

As a result, there is no path between these blocks. Therefore, each sub adder will receive the input carry signal from the carry prediction unit of previous sub block. As shown in Fig.1, the ith sub adder will receive the carry input from the (i-1)th block.

The carry chain's length is determined by the carry prediction unit and selector unit. As a result of using these circuits, the critical path delay will be reduced since the carry input for the next sub block will be determined by these prediction blocks rather than the previous carry output. Since the carry input is dependent on the carry output of the previous block in the traditional method, the length of the carry chain is increased, so the above technique is used to truncate carry propagation to two blocks (in worst case).

The precision of the BSCA [11] approximate adder is higher since it will work as an exact adder in most situations. The logical expression below yields the carry input for the ith adder block.

\[ CO^i = sel^i \cdot C^i_{ADD} + sel^i \cdot C^i_{prdt} \]  

(1)

Here \( CO^i \) denotes the carry output from the ith block. The output of the selector unit is \( sel \), as seen in the logical expression above. \( C^i_{ADD} \) is used to represent the sub-carry adder's output. \( C^i_{prdt} \) denotes the expected carry value.

\[ sel^i = K^i_{k+1} + G^i_{i-1} \]  

(2)

\[ C^i_{prdt} = G^i_{i-1} \]  

(3)

\[ C^i_{ADD} = p^i_{i-1} \cdot G^i_{i-2} + p^i_{i-2} \cdot G^i_{i-3} + \ldots + \prod_{k=1}^{i-1} p^i_k \cdot G^i_0 \]  

(4)

Where \( C^i_{ADD} \) and \( C^i_{prdt} \) are the carry outputs provided by each sub-block selected by \( sel^i \). Certain cases are implemented using the kill bit (k), and the generate bit (G) value produced by the NOR operation on the input data are used. In certain instances, there is a higher error rate, which is partially restored by the Error Recovery Unit (ERU).

As shown in Fig.2, a block-based approximate adder is implemented. Where the n bit adder is divided into l-sub
of which contains sub adders that are implemented using a ripple carry adder. An error recovery block is used to increase the sub adder's accuracy while lowering the estimated adder's error rate. The work in [12] proposes an approximate ripple carry adder in which the n-bit adder is split into segments with no relation between them. The first and last full adders in each sub block are replaced by a designed full adder cells, which improves accuracy while increasing critical path delay due to the ripple carry adder in these blocks.

The work in [13] proposed an Approximate reverse carry propagation Full Adder (RCPFA) in this paper Carry propagates from Most significant bits (MSBs) to Least significant bits (LSBs). In terms of delay variation Approximate reverse carry propagation Full Adder offered more stability.

COMPARATIVE EVALUATION

In this section will compare various state of art Approximate Adders with Carry look ahead adder. Device utilization summary, Performance parameter summary and Error metrics evaluation discussed. Analysis done on four different state-of-art Approximate adders such as Speculative adder, Parallel Prefix adder, Approximate Adder Cells and Reverse carry Propagate adder.

I. Carry Look a Head Adder (CLA)

Carry-Look ahead Adder is presented in [9], [16] The principles of generating and propagating carries are used in carry-lookahead logic. The carry look ahead adder determines the carry in advance based primarily on input data signal. As a result, the propagation delay of the carry is reduced. The process of the carry look ahead adder can be understood by considering the complete adder's Boolean expression. Generate and Propagate Functions for full adder are given in the below (7), (8).

II. Block Based Carry Speculative Adder (BCSA)

In [11] block-based carry speculative adder is proposed in which adder was divided into non overlapping sum blocks of length l-bits, carry from the previous block is truncated to two blocks. The carry output of each block is estimated using the block's input operands and those of the following block. Here analysis was done on 32bit adder and block size of 8-bit. BCSA was implemented in two cases with Error recovery unit (ERU) and without error recovery here we have done analysis with ERU.

III. Approximate Adder (AA)

This work was proposed in [14]. In this method, approximate adder circuit is implemented by selecting approximate carry output. For the analysis purpose Approximate Adder cell was cascaded to 8-bit and placing ERU at each 8-bit block to form 32-bit adder similarly as in [9-12] methods exact full adder are cascaded to implement the adder function. Here we replace the exact full adders by using approximate full adder in order to reduce the hardware complexity. The below Fig.3 shows the design of approximate adder diagram.

The approximate full adder correctly performs the sum operation, but it produces approximate carry output, which can be recovered using AND and OR gates as shown in Fig.3. The following is the logical expression (5)- (6).
Approximate adders’s accuracy is dependent on the size of the approximate block as well as the carry predict and select logic. Carry propagation is restricted to block itself, which reduces delay. So the maximum adder delay is the same as the delay of the approximate adder block. In AA, approximate adder cell is used, which violates carry output only in two cases: when \( a = '0' \), \( b = '1' \) \& \( c_{in} = '0' \) and \( a = '1' \), \( b = '0' \) \& \( c_{in} = '0' \). Recovery logic was placed in each approximate adder cell for this violation, ensuring that the proposed approach achieves high speed and tolerable error rate.

Carry propagation is performed at the block level using select logic, which is the sum of the kill bit (k) and the generate bit (g) (G). As shown in Fig.3, K and G values are obtained from the NOR of input data.

![Approximate adder](Fig.3)

**IV. Approximate Han-Carlson Adder (AHA)**

Approximate Han-Carlson Adder (AHA) is discussed in [15]. The Han Carlson adder, which is one of the fastest parallel prefix adders, is used in this work. As a result, the Han-Carlson adder significantly decreases the critical path latency, resulting in increased processing speed and accuracy. The addition operation is done in three stages in a parallel prefix adder.

1. Pre-processing stage
2. Carry generation stage
3. Post processing stage

**1. Pre-processing stage**

Propagate \( p_i \) and generate \( G_i \) values are implemented in the same way as the carry look ahead adder at this point. For each input, these propagate and generate values are determined and sent to the next level.

\[
p_i = A_i \oplus B_i \quad (7)
\]

\[
G_i = A_iB_i \quad (8)
\]

**2. Carry generation stage**

Parallel prefix adders have the same first and last stages. For each parallel prefix adder, the carry generation stage has a different structure. To obtain carry for this point, black cells and grey cells are used, as shown in Fig.5.
The Han-Carlson adder's carry generation stage is represented in Fig. 4.

Fig. 4. Carry generation stage of Han Carlson Adder

Fig. 5. (a) Black cell, (b) Internal logic of Black cell and (c) Grey cell, (d) Internal logic of Gray cell.

3. Post processing stage

This is the stage where adder's final sum is computed. Between the propagate values and previous stage carry values, the Ex-Or operation is performed. Below is the logical expression (9).

\[ S_i = P_i \oplus C_{i-1} \]  \hspace{1cm} (9)

In this way, the Han-Carlson adder is introduced and used instead of AA blocks in the AHA block. The critical path is reduced in the AHA block architecture, which improves the operation's speed and reduces delays significantly. The AHA block is 8 bits long, and the \( C_{\text{pred}} \) and \( C_{\text{ADD}} \) variables are generated and routed as described in (1)-(4) select logic and predict logic was similar as AA.
RESULTS AND DISCUSSION

The CLA, BCSA, RCPFA, AA and AHA are coded with Verilog HDL. Simulation and Synthes is done in Xilinx ISE 14.7. The description of device utilization, performance parameters, and error metrics measurement are discussed in this section. Table. 1-4 shows the results of a comparison study of various FPGA families. As shown in Fig. 7-8, area and delay reports are produced by averaging area and delay across different FPGA families, while error metrics are provided in Table. 5.

1. Device utilization Summary:

CLA, BCSA, RCPFA, AA, and AHA are implemented in Xilinx FPGA board families such as the Vertex4, Vertex5, Artix7, and Kintex7. Differentiation is performed in four categories: the number of slices, the number of four input LUTs, the number of IOs, and the number of bonded IOs. Table 1 shows the contrast between them. Table 2 shows the percentage change. As compared to CLA current BCSA, RCPFA, AA, and AHA, there is a 31 percent improvement in Hardware utilization.

![Table.1.Device utilization summary of BCSA, ACSA & ACSHA](image)

![Table.2.Percentage improvement in device utilization Summary of ACSA & ACSHA](image)
II. Design Parameters Evaluation:

The results of the delay, Area, ADP and Simulation time of the 32-bit reviewed Approximate adders for different FPGA families are shown in Table 3. From the results of CLA, BCSA, RCPFA, AA, and AHA we can observe that RCPFA has minimum area and AHA has high speed that is shown in Fig.7 and Fig.8

<table>
<thead>
<tr>
<th></th>
<th>Virtex4</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Area</td>
<td>Delay(ns)</td>
<td>ADP</td>
<td>Simulation time(sec)</td>
<td>Area</td>
<td>Delay(ns)</td>
<td>ADP</td>
<td>Simulation time(sec)</td>
</tr>
<tr>
<td>CLA</td>
<td>78</td>
<td>12.68</td>
<td>949</td>
<td>8.00</td>
<td>99</td>
<td>5.22</td>
<td>317</td>
<td>7.15</td>
</tr>
<tr>
<td>BCSA</td>
<td>115</td>
<td>12.68</td>
<td>1460</td>
<td>6.00</td>
<td>75</td>
<td>4.87</td>
<td>565</td>
<td>7.15</td>
</tr>
<tr>
<td>RCPFA</td>
<td>65</td>
<td>8.62</td>
<td>543</td>
<td>5.99</td>
<td>59</td>
<td>3.40</td>
<td>206</td>
<td>8.53</td>
</tr>
<tr>
<td>AA</td>
<td>95</td>
<td>7.85</td>
<td>549</td>
<td>5.83</td>
<td>60</td>
<td>3.19</td>
<td>191</td>
<td>6.78</td>
</tr>
<tr>
<td>AHA</td>
<td>101</td>
<td>7.98</td>
<td>806</td>
<td>5.9</td>
<td>60</td>
<td>3.19</td>
<td>191</td>
<td>6.76</td>
</tr>
</tbody>
</table>

Table 3. Performance parameters of BCSA, ACSA, ACSHA

Fig.7. Area Utilization and Comparison of BCSA, ACSA, and ACSHA

The area report in terms of LUT's average from four distinct FPGA families is shown in Fig.7, and has significant changes compared to CLA. As a result, when compared to the rest of the designs and the traditional CLA system, the RCPFA approach has a hardware complexity that is approximately 34% lower.

The delay report in nanoseconds between CLA, BCSA, RCPFA, AA, and AHA is shown in Fig.8. The time it takes to produce Generate and propagate values is greatly reduced as the gate count and effective length of the carry path are reduced. As a result, AA and AHA methods have less critical path latency when compared to CLA, BCSA, and RCPFA.
Fig. 8. Delay Comparison of BCSA, ACSA, and ACSHA

Table 4 compares the output of reviewed approximate adders in terms of area, delay, and ADP. By comparing the all the five approximate adders, AA has 57% improvement and RCPFA has 55% improvement in ADP. AA gives higher percentage output gain in cost metrics.

Table 4. Percentage improvement in ACSA and ACSHA

<table>
<thead>
<tr>
<th></th>
<th>Virtex4</th>
<th>Virtex6</th>
<th>Artix7</th>
<th>Kintex7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area</td>
<td>Delay(ns)</td>
<td>ADP</td>
<td>Simulation time(sec)</td>
<td>Area</td>
</tr>
<tr>
<td>CLA</td>
<td>-47%</td>
<td>0%</td>
<td>-47%</td>
<td>0%</td>
</tr>
<tr>
<td>RCPFA</td>
<td>19%</td>
<td>32%</td>
<td>49%</td>
<td>-10%</td>
</tr>
<tr>
<td>AA</td>
<td>4%</td>
<td>38%</td>
<td>41%</td>
<td>3%</td>
</tr>
<tr>
<td>AHA</td>
<td>-29%</td>
<td>37%</td>
<td>19%</td>
<td>2%</td>
</tr>
</tbody>
</table>

V. Error Metrics Evaluation:

As previously mentioned, the Approximate adder’s accuracy is determined by the select logic, predict logic, and block length. Each block in reviewed Approximate adders has different adder cells, and size varies from 1-bit to 8-bit are cascaded to form 8-bit block. For all the adders has same ERU that is placed at end of each block. Since the carry output was violating in two cases, we corrected it with ERU. We placed ERU at alternative bits in each block to get more benefit from Approximation. Similarly, parallel prefix adder blocks are used in AHA blocks, and this approximation is performed at the block level, as shown in Fig. 6. Only select and predict logic determines accuracy in this case. Table 5 shows the error metrics obtained by applying random stimuli in 65K combinations for 16-bit and 32-bit. The results show that AA has a low delay while having bit error rate. BCSA and RCPFA has 1.7% and 1.3% relative error rate. AHA is largely reliable and has an unacceptable cost function.

\[ RE = \left| s_i - s'_i \right| \]  
\[ \text{NMED} = \frac{1}{2^s} \sum_{i=0}^{s} \frac{s_i - s'_i}{2^i} \]
Table 5. Error metrics evaluation of CLA, BCSA, RCPFA, AA & AHA

<table>
<thead>
<tr>
<th></th>
<th>RE(%)</th>
<th>NMED</th>
<th>MRED</th>
<th>RE(%)</th>
<th>NMED</th>
<th>MRED</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLA</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>BCSA</td>
<td>1.70</td>
<td>0.0164</td>
<td>0.0185</td>
<td>0.20</td>
<td>0.0002</td>
<td>0.0003</td>
</tr>
<tr>
<td>RCPFA</td>
<td>1.3</td>
<td>0.0109</td>
<td>0.009</td>
<td>0.3</td>
<td>0.0021</td>
<td>0.0001</td>
</tr>
<tr>
<td>AA</td>
<td>5.60</td>
<td>0.05757</td>
<td>0.05019</td>
<td>4.30</td>
<td>0.0345</td>
<td>0.0375</td>
</tr>
<tr>
<td>AHA</td>
<td>0.01</td>
<td>0.0054</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Where $z_i$ is the exact result, $\hat{z}_i$ is the approximate result, and $n$ is the size of the adder. The mean relative error distance (MRED), normalised mean error distance (NMED), and relative error (RE) are determined from (10)-(12). The data is presented in a table. 5. The results show BCSA, RCPFA has <2% percent error rate, AA has a 5.6% relative error (in 16-bit) that can be improved as a matter of designer interest by including ERU’s at different bit positions, and AHA has a nearly negligible relative error.

![Error percentage in CLA, BCSA, RCPFA, ACLA, AHA](image)

**Fig.9. Error percentage in CLA, BCSA, RCPFA, ACLA, AHA**

**DISCUSSION AND CONCLUSION**

This paper presents an comparative evaluation of different types of Approximate adders. The selection of the Approximate adder depends upon the application that is used. Four approximate adders have been discussed, first adder that is BCSA have the less area compared with CLA, in the second adder is RCPFA which is one of the stable adder having optimal area, and we discussed AA, AHA that are having optimal speed and accuracy. Analysis is done in same input stimuli for all the reviewed approximate adders and error recovery block is adopted which will greatly reduce the overall error percentage. From the experimental results, we can conclude that RCPFA and AHA designs consists of optimal area and delay when compare to CLA, BCSA, AA approximate adders and conventional adders, In future this work can be implemented in various applications like MAC
can be designed to get more advantage in cost function.
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