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Abstract: Empowering differently abled is not only a good social cause, but also contributes towards the country’s Gross 
Domestic Product. This article presents a software application which recommends a job suitable to the differently abled with 

due consideration to the type and degree of disability. A Neural Networks (NN) model is used to develop the software 
application. The data set for the same was provided by Enable India, a Non-Government Organisation, involved in empowering 

the differently abled. The application performed with an accuracy of 87%. 
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1. Introduction  

According to the World Health Organisation (WHO), about 15% of the world population are differently abled and 

among them, 2.4% experience severe difficulties in functioning [1]. Empowering differently abled is not only a 

good social cause, but also contributes towards the country’s Gross Domestic Product. Constitutions of some 

countries assure the differently abled with 

the right to work. Therefore, employing the differently abled is important for the social and  economic growth of 

a country. 

Finding the most appropriate job for a differently abled person is more challenging than that of an ordinary person, 

because the different types of disabilities and the variations in the severity of each disability, increases the 

combinatorial complexity. Another challenge is the availability of data on 

Employment of differently abled. 

This article presents a software application which takes a set of disabilities as input and recommends a ranked list 

of potential jobs; a differently abled person can take up. The software is based on a supervised machine learning 

model. 

The model was trained using data provided by Enable India. Enable India (EI) is a Non-government Organisation 

(NGO) founded by Dipesh Sutariya and Shanti Raghavan. The organisation enables differently abled people by 

way of training and employment. True to the objective, forty percent of the employees of EI are differently abled 

[2]. 

An alternate approach to solve the problem is to decide jobs by applying logic rules on attributes, using Statistical 

Query Language (SQL). But such an approach would be limited by the imagination of experts in the field of Human 

Resources, as the queries will be designed as per the direction of 

Experts. Machine learning can overcome this limitation and will be able to realise a more generic model. Another 

advantage of machine learning approach is that it can easily adopt changes when compared to SQL based 

approaches. Moreover, machine learning approaches output a set of recommended job rankings from the most 

suitable job to the least suitable job.  

The article is organised as follows: The following section presents a brief survey of the literature on applications 

which classify data using NN. Section 3 presents the steps in developing the model, which includes pre-processing 

of data and developing the NN model. Section 4 presents the details of implementation and the last section present 

the results obtained on testing the model. 

2. Literature Review 

The problem addressed in this manuscript can be generalised as a classification problem. The candidates seeking 

jobs are classified on the basis of their features. NN has been applied in a number of classification problems, some 

of which are discussed below. 

One of the prominent areas of application of classification using NN is in medicine, especially in cancer research 

[1, 2, 3, 4]. Other areas of medicine have also used NN for classification [5, 6, 7, 8, 9]. NN have also been used to 

study human attention patterns while viewing large images and the same has been validated using handwritten 

digit images [10]. Studies to recognise gender and handedness from handwriting, using NN, have also been done 

[11]. 
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NN have also been widely used in analysing signals. Different types of sound signals have been analysed using 

NN [12, 13, 14]. Analysis of images and videos using NN were applied in different disciplines [15, 16, 17, 18]. 

NN were used in detecting appliances in home appliances control system [19]. 

Although, NN based classification has been applied in multiple disciplines, the same has not been applied to the 

classification of differently abled from the perspective of jobs. The closest, was a NN based classification of 

industrial jobs with respect to risk of low back disorders [20]. The following 

Section presents the development of the proposed software application. 

3. Methodology 

The discussions in the previous section leads us to the problem which can be stated as follows: 

Given a database on differently abled persons with details of their disability, educational qualification and a 

recommended job type, develop a software model which will recommend a set of most appropriate job for a 

differently abled person. The recommended job type is decided on the basis of a personal interview and 

psychometric test. The data is used to develop a model using machine learning algorithms. 

Machine Learning is defined in [21] as follows:  

 “The study of computer algorithms that allow computer programs to automatically improve through experience.” 

 The experience used by Machine Learning algorithm is in the form of data. 

3.1. The data 

The data used to train the model was provided by EI. Similar datasets are rare in the literature. Most of the data 

sets available, presented the statistics on a particular disability [22, 23, 24, 25, 26, 27].  

The data consisted of the profile of differently abled individuals sans their personal identities. The features 

consisted of the details of disabilities of individuals, their educational qualifications and the recommended job 

type. The recommended job type was decided based on an interview and a psychometric test. The data was pre-

processed by removing records with missing attributes. After pre-processing, the data consisted of 5742 records of 

dif ferently abled persons, out of which 3847 records were used for training and 1895 records were used for testing. 

Dimension of the data was reduced on the basis of expert advice and the features that were used to train the model 

were Disability type, Disability sub type, Highest education, Recommended job types. The target label was Job 

role name.  

These features were categorical data containing label values rather than numerical values. Since machine learning 

algorithms cannot operate on categorical data, they need to be converted to numerical values.  

Therefore, One-Hot encoding was used to convert the labelled data to numerical values. After One-Hot encoding, 

the input feature resulted in a matrix of dimension 5742 × 129 and the target label was a matrix of dimension 5742 

× 106. The data is then used for training a model. 

On inspecting the data, it was observed that the mapping of input features to target label is not uniform throughout 

the dataset. The number of records which map to certain target labels were found to be more than others. To 

normalise this distribution, Hubert Loss Function was used. 

3.1.1. Huber Loss Function 

While mapping the input feature to target labels, it was observed that the data was skewed. When Mean Absolute 

Error (MAE) function was used, the prediction tended to converge towards the median values, without considering 

outliers. While using Mean Squared Error (MSE), the prediction tended to converge towards outliers. Since both 

results were unacceptable, Huber loss 

Function was used. 

Huber loss provides a good balance between MSE and MAE. In simple terms, Huber loss function behaves as 

MAE, when the value of error is high. It behaves as MSE when the error is small. Hence Huber loss function gives 

best of both loss functions. Since the data set was skewed, Huber loss function was used. 

More formally, let f(x) represent the estimated value of an actual target value y, and δ represents the upper bound 

on the error, then the Hubert Loss function, Lδ is given by the following equation: 

𝐿𝛿 =
1

2
. (𝑦 − 𝑓(𝑥))

2
𝑓𝑜𝑟|𝑦 − 𝑓(𝑥)| ⩾ 𝛿  and  𝐿𝛿 = 𝛿. |𝑦 − 𝑓(𝑥)| −

1

2
𝛿2𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

In the following section, the machine learning model is developed. 

3.2. The model 

In this article, the software was developed using a NN model. NN mimics the way the human brain learns and 

consists of a network of artificial neurons. An artificial neuron takes one or more inputs and produces an output. 

Neurons are arranged in layers. The layer of neurons which receives inputs is called input layers. The output of 

input layer is fed into one or more hidden layers of neurons. The output of the hidden layer is fed as input to 

neurons in the output layer. 

The inputs to each of the neurons are a weighted function of the output of the neurons in the previous layer. Training 

the neural network involves setting these weights, so as to minimise the error between the predicted and the actual 

values. 

The process of building NN involves tuning of multiple hyperparameters. Hyperparameters either define the 

structure of the NN or define the parameters concerned with training. Hyperparameters concerned with NN 
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structure are the depth of the NN, Dropout, Network Weight Initialisation and Activation Function. These terms 

are explained in the following paragraphs.  

Number of Layers: Depth of the NN defines the number of layers in the network. 

Dropout: After training, a NN output tends to closely follow the training data, i.e. overfit the training data. This 

will result in a less generic model and introduce large error during testing. To reduce the effect of overfitting, 

random nodes of the network are dropped during training. This is called dropout. 

Initialisation of weights: The network weights have to be initialised such that the activating values do not increase 

or decrease exponentially. 

Activation function: Activation functions are attached to each neuron in NN. Their function is to get activated if 

the input is relevant in making the prediction. In this application ReLU activation function was used for 

intermediate layers as it is computationally efficient and allows for backpropagation. Softmax was used for output 

layer as it produces multiple outputs for an input 

array. 

Hyperparameters related to training the NN are Learning Rate, Momentum, Number of epochs and Batch Size, 

Loss Function and Optimizer. A brief explanation of these parameters are given below: 

Learning Rate: Learning rate controls the time taken to train a NN model. A small value would result in longer 

time to learn. A larger learning rate would mean less time to learn, but may not achieve optimal weights. 

Momentum: Larger learning rates are likely to induce oscillations across the optimal point. To avoid  oscillations, 

it is necessary that the direction of change is the same as the previous change with respect to the optimal point. 

This is achieved by the factor namely momentum which improves the speed of convergence. 

Size: Batch size is an integer which represents the number of rows of training data to be used to determine the 

updates to the model. 

Number of epochs: Number of epochs is the number of times the algorithm iterates over the training dataset. 

4. Implementation 

The model was implemented in Keras with a Tensor Flow platform. Tensor Flow provides an open source software 

library for machine learning implementation. 

Keras is a high level interface for development of NN in Python. Keras contains implementations of commonly 

used NN building blocks such as layers, objectives, activation functions, optimizers and tools to simplify the 

coding. 

The optimal hyper parameters and the network architecture were decided by an experiment which involved 

iterating over the set of architectures given below: For all the iterations, Adam optimiser was used with moment 

set to default values. 

1. Network architecture with values: 

 • 1 hidden layer with 250 neurons represented by [ 250 ] 

 • 2 hidden layers having 250 and 500 neurons [250,500] 

            • 3 hidden layers having 400 neurons each [400,400,400] 

 • 4 hidden layers having 250 neurons each [ 250,250,250,250 ] 

2. Epoch values were 25,50 ,75 

3. Test size specifies the percentage of data used for testing. The values were 0.2,0.3,0.4. 

The value δ was set to 1.0 in loss function, which is the default value in Keras Library. The weights were initialised 

to random normal initialisers. The learning rate was set to 0.001 and batch size was set to 128, which is constant 

for all architectures. 

Metric Architecture Epochs Test Size Score 

top k categorical accuracy [ 250, 500 ] 75 0.2 0.942 

precision [ 250, 250, 250, 250, 250 ] 50 0.4 0.902 

recall [ 250, 500 ] 75 0.2 0.543 

lowest loss [ 250, 250, 250, 250, 250 ] 75 0.2 0.002 

Table 1: Best results from experiments on training data 

Metric Architecture Epochs Test Size Score 

top k categorical accuracy [ 250 ] 25 0.3 0.877 

precision [ 250, 250, 250, 250, 250 ] 50 0.4 0.792 

recall [ 250, 250, 250, 250, 250 ] 25 0.3 0.455 
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lowest loss [ 250, 250 ] 75 0.2 0.002 

Table 2: Best results from experiments on test data 

The results of the experiment can be found in tables 1 and 2. Table 1 shows the results of experiments when applied 

to training data. The best accuracy achieved was 94.2 %. Table 2 shows the results of experiments when applied 

to test data. The best accuracy achieved was 87.7 % , which is close enough to the results achieved using training 

data. 

Therefore, the model with the best performance is one with a single hidden layer network with 250 neurons, 

activated by ReLU and with a dropout of 0.5. We train this network with the Adam optimizer for 25 epoch, with a 

test size of 0.3, to achieve a test top k categorical accuracy of 87.7%. 

5. Results 

Figure 1 shows the comparison of performance of the model with respect to the training data and test data. It can 

be observed that the accuracy of prediction with unseen test data as the input, indicated by the dotted line, is close 

to the accuracy of prediction with training data, indicated by the bold line. 

Figure 1 also shows the precision and recall values for the proposed model when tested with data not seen by the 

model. It may be noted that the proposed model is a high- precision low-recall model. This indicates that 

predictions with this model might have higher percentage of false negatives relative to false positives. This implies 

that the chances that the model predicts a set of jobs that a candidate cannot undertake, is low. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Comparison of performance of the model with respect to training and test data 

6. Conclusion 

In this article, a software application for recommending a set of most appropriate jobs to the differently abled is 

developed. The job recommendation takes the type and severity of disabilities besides educational qualification 

for the candidates. The application is based on Neural Network model which has been trained on data provided by 

Enable India, which is an organisation working towards empowering the differently abled. The software results 

provided an accuracy of 87.7%. 
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