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Abstract: The effectiveness of intrusion detection systems based on immune detectors requires rational placement of immune 

detectors on network nodes. For this, it is necessary to determine the risk of violating the information security of the computer 

network. Evaluating the network nodes’ security risk is complicated by the number of vulnerabilities. To solve this problem, it 

is proposed to use a statistical formal model based on Markov chains in combination with vulnerability analysis metrics. To 

analyze vulnerabilities, we use scoring scores as metrics of basic, temporal, and contextual types. The main component of the 

proposed model is the graph of possible trajectories. An example network was used to test the proposed model. A formal model 

of information security risk assessment allows identifying critical nodes along the path of access to the target node that makes 

it possible to install immune detectors on these nodes in order to improve the protection system. 
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1. Introduction 

One of the most effective means of timely detection of attacks in computer networks (Kemmerer & Vigna, 

2002) is intrusion detection systems (IDS), built on the basis of immune detectors (Rajasooriya, Tsokos, & 

Kaluarachchi, 2016). Such systems allow us to detect attacks of various classes, including those that are still 

unknown. 

 

However, rational placement of immune detectors at network nodes is important for the effectiveness of such 

IDS. It is shown (Tokarev, Sychugov, & Anchishkin, 2019; Sychugov et al., 2019) that the composition and 

placement of immune detectors then allow achieving the greatest effect when they control nodes with a relatively 

high risk of information security violations. 

 

Network security risk assessment is complicated by the fact that the vulnerability is often not the only one. It 

can be multi-stage, multi-variant, and cover multiple nodes. 

 

To solve this problem, it is proposed to use a statistical formal model based on Markov chains in combination 

with vulnerability analysis metrics, which allows us to identify critical nodes where violators can be most 

dangerous. Based on the information obtained using the model, the network administrator can install immune 

detectors on these nodes, which will significantly improve the protection system, that is, reduce the value of the 

overall security indicator. 

The proposed formal model can be used to assess the information security risks of networks of various 

topologies. 

 

2. Background of the Proposed Approach 

 

2.1. Vulnerability assessment metrics 

CVSS (Common Vulnerability Scoring System) scoring is often used as vulnerability estimate (Chawla, 

Sharma, & Rawal, 2019; Li et al., 2019; Ruohonen, 2019), which uses three types of metrics: basic, temporary, 

and contextual. The main metrics and their qualitative values are shown in Table 1. 

To get estimates in the range from 0 to 10, the qualitative values of indicators are converted to quantitative 

ones using the logistics curve (Databank of information security threats, n. d.), and the final metric estimates are 

obtained using Eq. (1). 
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For example: 
AUACAV20Exp = ; 

( ) ( ) ( ) A1I1C1141,10Imp −−−−= ; 

Exp0,4Imp0,6Base += . 
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Here, nodes with a score range from 0 to 3.9 are considered low–vulnerable, 4.0–6.9 are considered medium-

vulnerable, and 7.0–10 are considered high-vulnerable. 

 

 

Table 1. CVSS vulnerability metrics (Li et al., 2019; Ruohonen, 2019) 

Names of the indicators Quality values 

Basic metrics (BASE) 

Access characteristics, 

“Exploitability” (Exp) 

Method of obtaining 

access (AV) 

Local, through an 

adjacent network, network  

Difficulty of obtaining 

access (АС) 

High, medium, low  

Authentication (AU) Multiple, single, no  

Influence on (Imp): Confidential (С) Does not apply, partial, 

full  

Integrity (I) Does not apply, partial, 

full 

Availability (A) Does not apply, partial, 

full 

Temporary metrics (Temp) 

Possibility of using  Not defined, theoretically, there is a concept; there is a 

scenario, high. 

The fix level Not defined, temporarily, as recommended, not available. 

The degree of the source 

reliability 

Not determined, not confirmed, not proven, confirmed 

Contextual metrics (Env) 

Probability of damage Undefined, low, medium, high. 

The density of damage Undefined, low, medium, high. 

Privacy requirements Undefined, low, medium, high. 

Integrity requirements Undefined, low, medium, high. 

Availability requirements Undefined, low, medium, high. 

 

2.2. Graph of possible paths 

 

Intruders usually enter computer networks using a chain of exploits, each element of which creates the basis 

for the next element. The combination of such exploits makes up a chain called the attack trajectory, the 

combination of which forms a graph of possible trajectories (GPT) ending in a state where the intruder can 

successfully achieve its goal. There are enough algorithms that have been developed to build GPT attacks 

(Tokarev, 2014; Jha, Sheyner, & Wing, 2002; Ingols, Lippmann, & Piwowarski, 2006; Mehta, et al., 2006). 

However, it is very difficult to analyze a network using GPT when the number of nodes and complexity of the 

network increases, as the complexity of construction and computational costs increase exponentially (Xi et al., 

2009; Khlobystova, Abramov, & Tulupyev, 2018a; Suleimanov, Abramov, & Tulupyev, 2018; Khlobystova et al., 

2018b; Navlani, 2018). 

 

 

2.3. Use of Markov chains 

 

To build a formal model of access to a node, it is proposed to use Markov chains that reflect the real behavior 

of the attacker. 

A Markov chain can be defined as a discrete stochastic process (Dynkin, 1959; Bolch et al., 2006) defined on 

a finite set of states. Then the Markov chain can be represented as a sequence of random variables Sxxx n ,...,, 10

satisfying the “Markovian property”, i.e.: 

   nnnnnn xXyXPxXxXxXyXP ======= ++ 111001 ,...,,  

 

Markov properties mean that: 1) transitions between states are devoid of memory; 2) the transition to the next 

step depends only on the current state and none of the previous states (Triverdi, 2002; Sahner, Trivedi, & Puliafito, 

2012). We can relate these properties to the behavior of the intruder in the sense that the intruder can use different 

paths (a sequence of nodes) before reaching the target node (Abraham & Nair, 2014; Lawler, 2006; Shmygaleva 

et al., 2019). 
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It is supposed: 1) selection of the best relay node depends on three factors, namely: exploitability characterizing 

the vulnerability of the access subsystem; the impact of vulnerabilities to the confidentiality, integrity and 

availability, as well as the individual skill of the attacker; 2) the transients do not depend on time; 3) we can 

determine some matrix of transition probabilities P(x, y) and the initial probability distribution  nrrrR ,...,, 21= . 

 

Then, having the matrix P (x, y), the initial risk vector R, using the basic properties of the Markov process, we 

can determine the risks of nodes and the risk of the entire network. 

 

3. Model Building 

 

The main component of the proposed model is the GPT, which is built by examining the network topology, 

services running on each node, rules defined on firewalls, and vulnerabilities associated with each node running 

different services. 

 

The scheme of the proposed simulation is shown in Figure 1. 

 
Figure 1. Scheme of simulation 

 

It is assumed that: 

(1) there are a limited number of nodes in the network under consideration, and each node is a node, each of 

which runs different types of services and there may also be different vulnerabilities, for which the CVSS system 

determines the corresponding Exp and Imp points, which can be used to mark the edges of the GPT used to 

determine the probability of an intruder using the i-th vulnerability; 

(2) the intruder will choose a vulnerability that maximizes the chances of success in compromising the target 

node’s state; 

(3) if the intruder, for any reason, completes the attack, it will return to its original state. 

The central component of the proposed model is the GPT access to the node. For example, consider a GPT 

built on three vertices (Figure 2). 

In Figure 2a, Si–nodes, Sg–the target node. The number of nodes is equal to the number of stations in the 

network. Directed edges between two nodes represent the relationship between the corresponding two stations in 

the network: there are no multiple edges in the original GPT. Dotted edge lines mean that there may be other 

intermediate nodes between the nodes. 

In Figure 2b, an additional node A has been added to the GPT to represent the intruder. 

An intruder can attack a node that it has direct access to, and after overcoming the protection of this node, it 

develops attacks until it reaches the target Sg node. In this case, it is faced with the task of selecting the next node 

to attack, in order to reach the Sg node. This choice most likely depends on the two parameters outlined above: 

Exp, which characterizes the difficulty of overcoming the node’s protection, and Imp, which characterizes the 

node’s vulnerabilities. Here each node is rated in CVSS points on a scale (0 to 10), where 0 means the most secure 

node and 10 means the least secure. 

In other words, to solve the problem of selecting the next node to attack, the intruder can use the value of the 

base metric (1). 

When making the final decision to move from one node to another, the attacker also relies on their own skills 

and experience. This is a subjective factor that can have a significant impact on the offender’s choice of the next 
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node to attack: it can shift the decision in one direction or another. This factor can be taken into account in the 

model as a bias factor . As a result, the selection function can be represented by the following Eq.: 

( ) ( ) ( ) ,10,Imp1 −+=  kkjk vvExp                       (2) 

where ajk - is the “benefit” of moving away from the node j to the node k, vk–vulnerability function, the value 

of which characterizes the ability to overcome the protection of the k-th node by the intruder; β–the offset 

coefficient, which takes a value from 0 to 1. 
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Figure 2. Examples of GPT: (a) without the intruder and (b) with the intruder 

 

If the ajk values are defined for each pair of nodes in the network, then its protection from attacks, from the 

point of view of the intruder, can be characterized by an adjacency matrix: 
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The diagonal values of the matrix A are equal to zero, since there are no obstacles for the violator to move from 

the j-th node to the j-th node itself. Normalization of the ajk values of the matrix A allows you to get the values of 

the fiction of belonging to the fuzzy set “Node Sk is available for attack from node Sj”: 


=

i
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jk
jk

a

a
                                                                (3) 

Then the characteristics of the network in matrix form is Eq. (4): 

М = DA                                                                 (4) 

where M is the transition matrix that determines whether an intruder can move from one node to another, and 

D is the diagonal matrix calculated using the normalization rule 

1

0
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                                           (5) 

Let the intruder starts attacking from the start node to the target node. GPT nodes can be used by an intruder if 

any of the child nodes is true. The risk analysis is based on the relative rank value for each GPT node. The initial 

value of the risk vector  nrrrR ,...,, 21= is calculated based on the number of nodes present in the GPT. If there are 
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n nodes in the GPT, then you we set all node ranks equal to 1/n and this initial risk becomes the starting node of 

the attacker. 

The risk value rk for node k is calculated using an iterative procedure until a stable value is obtained. Assuming 

that ( )1−trk is the previous risk value of node k, its next value ( )trk
is calculated by the Eq. (6): 

( ) −=

j

jkkk trtr 1)(                                                  (6) 

In matrix form, Eq. (6) takes the form 

MRR tt 1−= .                                                            (7) 

Risk values are normalized: 0 ≤ rk≤ 1, 1=
j

kr . 

The R value is calculated recursively until it converges ( ) ( ) −− −− 1
т

1 tttt RRRR , where  is a specified small 

positive number. This iteration converges to the stable value of the vector R*, as the eigenvector of the matrix M. 

The risk assessment algorithm includes the following steps: 

Step 1. Initialization. Each value of the risk vector is assigned an initial value of 1/n. 

Step 2. Iterative procedure for correcting risk values before the convergence condition occurs for each vertex 

of the GPT. 

Step 3. Determine the network node protection priorities based on the received risk values. 

Step 4. Determining the amount of risks as a general indicator of network information security. 

4. Example 

A network was used to test the proposed model (Figure 3). 

 
Figure 3. Example of network topology (Hewett & Kijsanayothin, 2008; Ammann et al., 2005) 

 

This network has three target nodes: a public web server (WS), a public file server (FS), and a database backend 

server (BEDS). It is assumed that the intruder is located outside the network. Packet transmission to the target node 

is controlled by two firewalls: the external firewall (EF) and the internal firewall (IF). EF allows any packet to be 

transmitted by the WS and FS server from outside the network and prohibits access to BEDS resources directly 

from outside the network. IF manages the transmission of packets within the network. A brief description of the 

firewall rules and network scenario is provided in Table 2. 

 

 

Table 2. Firewall rules 

Source Destination Service Action 

All WS http Allow 

All WS Ftr Allow 

All FS ftp Allow 

WS BEDS Oracle Allow 

FS BEDS ftp Allow 

All All All Deny 

 

Let each of the target nodes contain a single vulnerability. The intruder uses a vulnerability assessment to 

compromise the node. This is shown in Table 3 below, along with the Exp and Imp vulnerability scores taken from 

(Sychugov et al., 2019). 

Based on the network topology (Figure 3), taking into account the firewall rules and vulnerability scores 

associated with the corresponding node, a GPT of access to the node is generated (Figure 4). 
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Figure 4. GPT for the example under consideration 

 

The GPT designates the attacker, Web Server, File Server, and Backend Database Server (BIDS) nodes as S0, 

S1, S2, and S3 respectively. Edges from all nodes to node S0 are omitted. 

Let  = 0.5, then using the expression (2), in accordance with GPT (Figure 4), we can calculate the adjacency 

matrix A. Since it is assumed that if the intruder stops the attack, it returns to the original node, the elements of the 

first column of matrix A are equal to 1, and all other elements are defined according to Eq. (2). For example, 

a120.510 + 0.56.4 This is the value 12, that the intruder uses when choosing to move from node S0 to node S1. 

The remaining elements of the matrix A are also defined: 
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Table 3. Nodes’ vulnerabilities 

Node Vulnerability  CVE-ID Base Imp Exp 

WS Apache Chunked Code CVE-2002-0392 7.5 6.4 10 

FS Wuftpd Sockprintf CVE-2003-1327 9.3 10 8.6 

BEDS Oracle Tns listener CVE-2002-1675 7.5 6.4 10 

 

Next, the matrix A is converted to the matrix M using the Eq. (4), in which the matrix D: 
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The transition matrix M: 





















=

0001

47.0047.0057.0

44.050.00054.0

053.047.00

M

 
Based on the proposed risk ranking algorithm, the initial risk vector R is determined R= (0.25, 0.25, 0.25, and 

0.25). After running the iterative procedure–Eq. (7) and detecting its convergence, the following values are 

obtained (Table 4). 

 

 

 

 

Table 4. Risks of nodes 

Node Risk  

S0 0.260 

S1 0.245 

S2 0.262 

S3 0.231 

 

From the obtained ri values, we can conclude that node S2 is less secure than S1 and S3. Therefore, immune 

detectors should be installed first on the S2 node. The total amount of risks associated with node S1, S2, and S3 is 
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0.74. This value can be used as a security indicator, indicating that this network is not very secure with respect to 

these vulnerabilities and existing access relationships between servers. Therefore, access to protected resources 

requires better protection. 

 

 

5. Conclusion  

 

A formal model of information security risk assessment using GPT access to network resources is proposed. A 

model that uses Markov chains in combination with CVSS scores allows us to analyze vulnerabilities related to 

the network structure. The model allows us to identify critical nodes that exist in the node access GPT. Based on 

this information, the network administrator can make an appropriate decision, in particular, to install immune 

detectors based on priorities. 

 

The proposed risk ranking algorithm is quite flexible in the sense that it allows us to predict the actions of the 

intruder taking into account their skills and experience, setting the β offset in the calculation of the values of the 

“benefit” function . The algorithm was considered relative to the base metric (Base), but it can also be used to 

assess the risk by using a time metric (Temp) or a context metric (Env). 

 

The proposed model can be integrated into the information security system of existing automated systems or 

used in the construction of automated systems in a protected version. 
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