
Turkish Journal of Computer and Mathematics Education       Vol.12 No.9 (2021), 3040-3047 

Research Article 

3040 

An Evolutionary Algorithm For Imbalanced Credit Risk Evaluation Using Neural 

Network 
 
1
Ambika Goyal, 

2
Subhash Chandra Jat  

 
1Rajasthan college of engineering for women /Department of Computer Science, Jaipur, 835227, India 

E-mail: ambikagoyal29@gmail.com 
2Rajasthan college of engineering for women /Associate Professor, Jaipur, 835227, India 

E-mail: subhashccjat@yahoo.com 

 
Article History: Received: 11 January 2021; Revised: 12 February 2021; Accepted: 27 March 2021; Published 

online: 20 April 2021 

 

Abstract: Credit risk management is a method of removing all possible risk factors affecting transactions of 

some kind. It is a widespread trend which inability to recognize relationships among customer groups 

contributes to elevated credit risks from financial institutions, includes multi-end or surplus credit, or wrongly 

distributes credit line volumes to the customer community. The proposed neural network is of very small scale 

because of its bi-projection form. In the supervised learning method, the imbalanced data set also becomes an 

obstacle. The imbalance is the situation in that the portrayal of training data belonging to one class outweighs 

the other class cases. Synthetic Minority Oversampling Technique (SMOTE) is a well-known over-sampling 
method that addresses imbalances in the data level. SMOTE synthetically contrasts two closely related vectors. 

Optimization is constrained by the lack of full knowledge and by the optimization phase lack of time to 

determine what information is available. In this paper, we have used an evolutionary technique named Adaptive 

differential evolution which replaces the PSO algorithm due to some limitations and henceforth we achieved 

higher accuracy than that of PSO. We used MATLAB as our simulation tool. 

Index Terms: Heart Disease, Cleavland Dataset, PCA, Logistic Regression, RandomizedSearchCV. 

 

1. Introduction 

Credit risk management is a systematic approach to handling risks through risk evaluation, the 

implementation of management plans, and the use of administrative tools to reduce risk. The techniques include 

moving to another group, minimizing the risk, rising the risk's adverse effects, and embracing any or all of a 

specific risk's consequences. The risk reduction process is a two-stage process. The first is to determine the 

cause of the risk, which is to determine the main risk-causing variables. The second is to develop techniques for 

quantifying the risk using statistical formulas, to consider the instrument's risk profile. If a general risk 
assessment & organization system is established, the methods can be extended to various circumstances, goods, 

tools, and organizations. Banks need to provide a comprehensive risk management system, as it is increasingly 

understood that sustainable development is fundamentally contingent on establishing a comprehensive risk 

management system (Greuning and Iqbal, 2007) [1]. 

Machine learning for use by learning from previous experiences to increase future performance (in this 

case, prior data). Automatic methods of learning are the sole focus of this field. Without the help of studying 

other human machines, phenomenal findings are studied automatically to alter or develop algorithms based on 

previous observations when computer science and statistics became combined. Computer science centers on the 
development of computers for solving such problems and attempting to see how problems can be solved. Data 

inference, hypothesis simulation & precision tests are the primary methods used by statistics. Computer 

technology is based on manual computer programming. Therefore, predictions depend on intuition & chance. 

Machine learning involves further questions about the feasibility or durability of their data collection, 

lightweight or reliable design, and algorithm estimation [2]. 

The so-called "Synthetic Minority Over-sampling technique," or SMOTE, is a very common method for 

producing new data. It is focused on sampling minority class data by simply generating line segment datasets 

that link one of its K-nearest neighbors with a randomly selected data point. This method is very basic, which is 
unbelievably effective, so it became very popular. The only problem with SMOTE was it isn't based on a sound 

principle of mathematics. This research aims to remedy this shortcoming and include an in-depth analysis of the 

SMOTE protocol [3]. 

Optimization is constrained by the lack of full knowledge and by the optimization phase lack of time to 

determine what information is available. An individual organization or an objective function modeling a specific 

entity may be optimum. The optimization method is applied to variables that characterize the situation as 

optimally as possible. Examples that are optimized are costs, raw materials &time. Local & global optima 

optimization can be carried out. Within different fields, there are several main types of optimization algos [4]. 
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2. Credit Risk Management 

The concept of risk management is an extraordinarily important strategy for various companies because the 

plurality of strategic decisions turns around the organizational burden of retaining risk regardless of the essential 
danger it conveys over companies 'sustainability. This topic is especially important to banks as risk is a 

characteristic aspect of their market practices and activities at the center. By its intense nature, holding money is 

an attempt to meet multiple and seemingly limited needs. Banks offer creditors liquidity on interest through the 

present record or increase appreciation and additionally liquidity by lines of credit to their borrowers [1].  

 

1.1. Types of Credit Risk 

1. Credit Default Risk: That is a possibility that arises when debt owner, creditor, is unable to fulfill its 

financial obligations. When an obligor defaults, creditor often acquires a loss equal to the amount owing by 
the obligor minus any compensation that the borrower receives as a result of the default bond being lost, 

liquidated, or restored. Both credit-introduction portfolios show credit default risk. An organization's credit 

ranking reflects the level of credit default risk. The credit rating is stated after the creditor has been 

formally asked.  

 

2. The Credit Spread Risk: It is overabundance premium over the business sector's management or risk-free 

cost required to tackle a certain agreed credit issuance. Remember that the greater the credit rating, the less 

credit distribution. The risk of money-related misfortune follow-on after adjustments in the amount of 
credit spreads applied as part of labeling to-market of fixed income asset is the credit spread factor along 

such lines [5]. 

 

1.2. Credit Risk May Take Various Forms 

 The funds will not be returned in case of direct lending;  

 In case of loans or letters of credit, unless the debt under the contract is crystallized, funds may not be 

issued by the customer;  

 In the case of treasury goods, whether the payment or sequence of payments due under the respective 
contracts by the counterparty is not forthcoming or cease;  

 A deal should not be made in the case of stock exchange companies;  

 In the case of cross-border access, the currency supply and free transfer are restricted or ceased [6]. 

3. Evolution of Risk Management 

Risk management has developed from either a purely banking practice relevant to loan efficiency to a very 

diverse range of processes and resources in the current financial climate. Basle Capital Accord, published in 

July 1988, was the first extraordinary step to create a foundation for systemic risk analytics. The Basle project 

sought to establish universal integration of laws regulating the measurement of banks 'amount of capital 
reserves. The agreement sets out specifics as approved criteria for calculating capital adequacy or minimum 

requirements to be adopted by banks under the jurisdiction of national supervisory authorities appointed on 

Committee in their respective states [7]. 

4. Synthetic Minority Over-Sampling Technique 

While SMOTE is not programmed specifically to replicate fundamental distribution, distribution plays a key 

role in defining classification boundaries. Besides our suggested distributional study, we also offer a summary 

of the influence of SMOTE on classification effects, since classification efficiency is the primary objective 

when via SMOTE. In reality, our aims are the same: 

 Improve the mathematical model of SMOTE & calculate to what degree it emulates underlying distribution 

(check its instants). the presented theory is universal, & is valid for some distribution. 

 Extend general statistical approach to 2 distributions: multivariate Gaussian or multivariate Laplacian 

distribution to acquire simpler, closed-form equations for mean or over-sampled sequence distribution 

covariance. 

 Include a thorough laboratory analysis of SMOTE, analyzing factors influencing its accuracy (imitating 

distribution). For instance, we find both statistically and Empirically, as no. of initial smaller trends 

reductions, as scale grows, & some neighbors applied to analyze SMOTE grows, the accuracy deteriorates. 

 Analyze the utility of SMOTE for other classifiers, equally logically & empirically, by examining the 

impact of specific variables on their efficacy;  

 Offer detailed analytical study of SMOTE including 3 common SMOTE extensions (Borderline SMOTE1, 

Borderline SMOTE2, or Adasyn) to analyze distribution or classification efficiency of this over-sampling 

methods; [3].  

5. Imbalanced Data 

Imbalanced data corresponds to cases when one interest class (referred to as a minority or positive class) is 

dominated by another interesting class (linked to as a plurality of negative class), due to unequal distribution of 
the study. Imbalanced data is a common problem with credit ratings, as the amount of positive evaluations is far 
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higher than the number of bad results. This leads to a paradox in which a statistical prejudice toward the 

dominant party will distort the findings of the study, however, the wrong interpretation of a poor sample as a 

successful sample would lead to substantial financial losses [8]. 

6. Classification of Optimization Algorithm 

1) Classical optimization techniques 

2) Numerical optimization 

3) Advanced optimization 

4) Simulated annealing 

5) ACO 

6) Teacher learning-based optimization 

7) Differential Evolution 
8) Particle Swarm Optimization. 

 

1) Classical Optimization Technique: It is valuable when finding an optimum solution or unlimited 

maximum or minimal efficiency. Classical optimization in practice is of limited range, some of which 

require non-continuous or differentiable objective function, which is not continuous/ differentiable.  

 

2) Numerical Optimization: This technique in several fields 

 Linear Programming -is studies case in which object function is linear. Set A is specific use to only linear 
inequalities &equalities. 

 Integer Programming –linear programming experiments with a constraint on integer for some or all 

variables. 

 Stochastic programming- is experiment cases in which various limits are based on random variables. 

 Combinatorial Programming-Is concerned by the question of the discrete set of feasible solutions. 

 Dynamic programming-is an experiment in which optimization strategy is based on a division into a sub-

problem concept.  

 
3) Advanced Optimization: It confers in several fields still climbing is a graphical quest that completes the 

current path by a new node, closer to the conclusion than the end of the current route. Hill climbing It is 

commonly used in AI fields to enter the initial node through a target state, selection of the initial node by 

offering different items.  

 

4) Simulated Annealing: SA is a process in which the current solution is altered randomly in solving 

complex combinatory optimization. With the equation going on, a new solution is the worst modification 

with likelihood. 
 

5) Ant Colony Optimization: ACO is a technique that focuses on the behavior of the elderly populations as a 

single entity and cooperates with the human intellect to fulfill a common goal. Ameliorations (initially) 

wander at random and return to their colony to search for food while setting pheromone paths. Many ants 

would certainly not move on their own if they encounter such a path.  

 

6) Teacher Learning-based Optimization: In the various fields of engineering and science, TLBO finds 

multiple applications in electrical, mechanical, civil, hot thermal, and biotechnological engineering. TLBO 
was used to solve the problem of constraint & limitation. 

 

 Tabu Search (TS): TS has many more methods, including linear algos and heuristic concepts. TS is an 

adaptive algo. The system is used to tackle the issue of preparation and optimizing of the coverage mix. 

The list of tabus, one of the main components of TS, is the number of recently visited countries plus many 

unwanted countries. The aspiration, diversification, & description of government & its environment are 

important elements of TS. 

 
7) Differential Evolution: DE definition uses vectors of dimensional elements to minimize continuous space 

functions. The main operators used to carry out global optimization are mutation, crossover, and selection. 

For multiple cost fields, including non-differentiable, non-linear, or multi-modal functions, a heuristic 

solution can be used extensively.  

 

8) Particle Swarm Optimization (PSO): PSO has a system for computerizing and optimizing bird flocking 

or fishing focused on the social conduct of biologically motivated fish parenting. Eberhart and others. It 

refers to the GA approach under which the system initially is fitted out by a population of random solutions, 
which do not have' coupling,'' combined,' or' fitness' operators. It also relates to the GA approach. A new 
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technique for solving the issue of OPPs has been implemented in the Binary PSO (BPSO approach used 

which satisfies any PMU loss or line breakdown limit [4]. 

 

7. Neural Network 

In essence, the NN called an ANN. It is a bio-model focused on the structure or functions of biological 

neural networks. The data or information exchanged through the network influences the configuration of the 

ANN. Since a NN learns from the environment and its previous interactions, as well as the same wrongdoing, it 

would have an appropriate solution. Neural networks are useful in different ways. 

The NN model was split into three major categories: 

 Feed-Forward Network: This involves the backpropagation paradigm and must be defined by the feature 

network. This is primarily used in prediction and pattern identification. 

 Feed-back Network: It connects the discrete form of Hopfield and to the continuous form as 

representatives. Mostly used to measure associative memory and optimization.  

 Self-Organization Network: In comparison to the concept of adaptive resonance theory, it is used 

primarily in the cluster analysis as describing Korhonen concept [9,18].  

 

8. Literature Review 

Yan et al. [2019] One of the critical strategies for controlling credit risk is the successful recognition of 

related relationships between enterprises. It is a general trend that inability to recognize customer group 
relationships results in increased credit risk to financial institutions, like multi-end or wasteful credit, or 

improperly distributes the volume to a credit line to the customer community. Current systems for credit 

customer relations associated with mining are comparatively lagging, relying more on transparent market 

knowledge without sufficient updating, and financial institutions 'risk management faces immense tasks. 

Experimental outcomes reveal that the effectiveness of the ERE-GRU model in the production of market 

relationships and F1 value reached 0.71 [10]. 

 

Dan-Ting Duan et al. [2018] In this paper a new adaptive parameter strategy is developed for DE in 
response to real demands. phases of optimization, i.e. exploration, exploitation & convergence, are defined by 

the strategy of fluid modeling. The parameter is capable of significantly determining the performance of DE, so 

developing parameters is a very important task in DE. During optimization processes, adaptive adaptation 

between F or CR, control parameters, is specified. An auxiliary movement technique is meanwhile designed for 

a population of convergence. The best person can avoid a risk of falling into the potential local optima by this 

technique. Eight unimodal as well as multimodal benchmarking functions have been evaluated on proposed 

algo, viz. FMDE / rand/1. experimental findings show that FMDE / rand/1 suggested is a successful algo for 

optimization that will improve productivity and dynamic output considerably. [11]. 
 

Changjian et al. [2017] Currently, work on credit risk analysis concentrates primarily on commercial bank 

loans or household credit danger & no study is being carried out on the financial risk of rural credit 

cooperatives. this paper intends to assess credit risk to rural credit unions by neural network artificial model. For 

regional financial cooperatives, we set up a payment risk evaluation program. Then a sort of credit risk 

evaluation model is put forward based on a neural network optimized by the particle swarm. The system 

adopted is quick and precise in terms of convergence. We can conclude that the proposed model offers a good 

prospect for credit risk assessment development [12]. 
 

Fan et al. [2016] The efficiency of the DE algo is influenced by the choice of mutation strategies & 

parameters of control. It is also a crucial problem to preserve the quest capacity for specific control parameters 

throughout the entire evolution cycle. This paper proposes self-adaptive DE algo by the zoning of control 

parameters or adaptive shift strategies. The mutation strategies are adapted repeatedly by population evolution in 

proposed algo & control parameters change autonomously in their zones to be adjusted or discover almost 

optimal values. A set of test functions is used to compare proposed algo with 5 states of art DE algos. Also, the 

study of experimental findings is carried out using seven non-parametric statistical methods. outcomes show that 
the total performance of algo proposed is better than 5 enhanced algos already in use. [13]. 

 

Wei et al. [2016] The banking & financial sector's main focus were on credit risk management against the 

Big Data context following recent financial crises. Current, new modeling approaches have been shown to 

benefit from statistical frameworks for credit risk assessment, including, for example, LS-SVM. This paper 

attempts to address the conventional LS-SV System issue (for example, insufficient slimming or robustness) of 

a minimal square vector support kernel (LS-SVM-MK). This may help generalize sluggish test pace or bad 

results. The LS-SVM-MK Revision Model is an independent part analytical solution to solve a low-level linear 
equation collection as the over-complete problem is 1- penalty-dependent object feature. Such databases of 
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credit cards are used to prove that this practice is workable. The outcomes show that LS-SVM-MK can be 

provided with a small no. of features but can recover \ capacity to generalize LS-SVM [14].  

 

9. Proposed Work 

Storn and Price introduced the DE, in 1995, as trustworthy and multifaceted optimization approaches 

accessible today. DE is a stochastic analysis strategy similar to the Evolutionary Algorithm (EA) general sense. 

Many experiments have shown that the algorithm is efficient and superior in overcoming a large variety of 

optimization challenges. DE is an optimizer focused on the community that uses EA principles. The algo starts 

with the selection of several search points at randomly selected places. Like other EAs, DE establishes new 

search points by disrupting current ones. DE generates new quest points that are tested against their parents with 

the help of a differential mutation as well as a recombination process. A knock-out process is then implemented 
that encourages champions to the next level of deterministic. The disruption and selection process takes place 

generation by generation before the termination conditions are reached. [15-17]. 

9.1 Proposed Methodology 

We preserve the parameter environment that generates high-quality people & in certain cases changes their 

parameter values in the proposed adaptive DE (aDE) algorithm. question is how can the current configuration of 

parameters be determined? We have implemented a rather basic approach in the new implementation.\. We 

compared the fitness of offspring (𝒙𝑐ℎ𝑖𝑙𝑑𝐺) with the average fitness value of the current generation (𝑓𝑎𝑣𝑔). If 

𝑓(𝒙𝑐ℎ𝑖𝑙𝑑𝐺) is better than 𝑓𝑎𝑣𝑔 then we retain 𝐹 & 𝐶𝑅 of principal parent 𝒙𝑖 𝐺 in offspring otherwise we change 

them randomly. Formally, choice of 𝐹 & 𝐶𝑅 in offspring 𝒙𝑐ℎ𝑖𝑙𝑑𝐺 is done as follows: 

                                      (1) 

 

                                        (2) 

 

where 𝑓(⋅) is a min problem & 𝑅𝑎𝑛𝑑(𝑚, 𝑛) returns a uniform random no. amid 𝑚 & 𝑛. From the above 
description, it is evident that the adaptation scheme is implemented at an individual level as in jDE. For its F or 

CR parameters, we have every individual's objective function. The F as well as CR values for each individual 

are initially produced randomly. Whenever a new entity is formed his F & CR values will be chosen as per the 

scheme mentioned above. Nonetheless, the initial mutation and crossover operations of DE produce the 

objective vector part of offspring. 

9.2 Proposed Algorithm 

step 1 Select 𝑃 & Set 𝐺 = 1  

step 2 for every individual 𝒙𝑖 𝐺 do  

step 3 initialize object vector randomly  

step 4 set 𝐹𝑖 𝐺 = 𝑅𝑎𝑛𝑑(0.1, 1.0) 

step 5 set 𝐶𝑅𝑖 𝐺 = 𝑅𝑎𝑛𝑑(0.0, 1.0) 6: end for  

step 6 while termination criteria not satisfied do 

step 7 for every individual 𝒙𝑖𝐺 in 𝒫𝐺 do  

step 8 Select auxiliary parents 𝒙𝑟1𝐺, 𝒙𝑟2𝐺 & 𝒙𝑟3𝐺 

step 9 Create offspring 𝒙ℎ𝑖𝑙𝑑𝐺 using mutation & crossover  

step 10 Set 𝐹𝑐ℎ𝑖𝑙𝑑𝐺 using Eq. (8)  

step 11 Set 𝐶𝑅𝑐ℎ𝑖𝑙𝑑𝐺 using Eq. (9)  

step 12 𝒫𝐺+1 = 𝒫𝐺+1∪ Best(𝒙ℎ𝑖𝑙𝑑𝐺 ,𝒙𝑖 𝐺)  

step 13 end for  

step 14 Set 𝐺 = 𝐺 + 1  
step 15 end while 

 

10. Result Analysis 

10.1 Description 

The MATLAB 2018 applies the analysis approach selected for this study. It is an extremely trained 

language for scientific computation. In the simple-use context in which the can terminology defines challenges 

or approaches, estimation, simulation, and programming. 

10.2 Screenshots of Base results (German Credit Dataset) 
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Fig.1. Performance parameters of PSO. 

 
Fig.2. ROC curve of PSO with AUC value 0.728. 

 
Fig.3. Confusion matrix for true and false rates of PSO. 

 

10.3 Screenshots of propose results (Adaptive De) 
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Fig.4. Performance parameters of Adaptive differential evolution. 

 
Fig.5. ROC curve of ADE with AUC value 0.903. 

 
Fig.6. Confusion matrix for true and false rates of ADE. 

11. Conclusion 

Credit risk is an important form of financial risk but is also seen as the oldest category of financial market 

risk. Below the rapid shift in the global financial climate, risk management of credit grants is seen as a primary 

challenge for the rising bank. With the effects of the financial crisis as well as the European debt crisis one by 

one, the steady bank sector still faces a severe challenge. This paper offers a thorough overview of empirical 

work into calculating credit risk. Our analysis draws attention to a wide range of models, from the simplest to 

most advanced, which could be used in tandem to provide a more detailed image or lead to better decision-

making through machine learning approaches to imbalance data on, for example, financial structure or capital 
adequacy assessment. To maximize the efficacy or utility of bank credit risk analysis, we will 1st dive into 

variables or indexes of bank credit risk assessment. To mitigate the adverse effects of unbalanced data sets on 
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credit appraisal models, SMOTE methodology is used to rebalance goal training datasets. 
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