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Abstract: Access to data is efficient and can be managed with minimal sensors. However the sensor data captured at different 

locations can be integrated to the cloud[11]In this work, we derived the optimum path, which is the shortest, and the time and power 
are optimized. We consider the network topologies where nodes and paths are assigned by a definite probability. The Bellman 
equation and the temporal difference method are used in Q-learning. Bellman -Temporal based algorithm is used for finding the 
optimal path among users in the cloud environment. 
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I. INTRODUCTION 

A sensor network has a set of sensor nodes. The sensor nodes collect information and is processed for analysis. The 

external sources also present data that can be gathered for analysis. The data gathered from health care systems are 
important for analyzing the patient progress. The data is secured in the cloud environment[10][12]. A possibility of 

finding the optimal path will help in improving the efficiency of the trust among cloud users[11]. 

“Q-Learning is a value-based reinforcement learning algorithm which is used to find the optimal action-selection policy 

using a Q function. Weaim is to optimize the value function Q. The Q matrix helps us to find the best action for each 

state.The Q-function  ASQ: uses the Bellman equation and takes two inputs state and action

),|...(),( 3

2

21 ttttttt sRRREsQ    ”. 

The proposed algorithm has a map that evaluates the best of a “state-action combination”. 

First, initialize Q with an arbitrary fixed value. Then, at each time t the agent selects an action t ,observes a 

reward Rw, enters a new state st+1 (“that may depend on both the previous state st and the selected action”), and Q is 
updated. The center of the algorithm is a Bellman equation as a simple value iteration update, using the average of the 

old value and the new value. The algorithm ends when state st+1 is a final or terminal state[1].“Temporal 

difference learning refers to a class of model free reinforcement learning methods which learn by bootstrapping from 

the current estimate of the value function. These methods sample from the environment and perform updates based on 

current estimates. Temporal difference methods adjust predictions to match later, more accurate, predictions about the 

future before the final outcome is known”.  

 

II. THE BELLMAN’S EQUATION 

The Bellman equation is a functional equation,it finds the value function V. The value function describes the best 

possible value of the objective, as a function of the state  𝑠 . From the value function, we will also find the 

function )(s  that describes the optimal action as a function of the state. 
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The Bellman equation can be described as a recursive function: 

  )(,)( 1 ttwt sVsRMaxsV 


, where, 

ts : Current state,  

: Action,  

1ts : Next state,  

: Discount factor, 

  :,tw sR  Reward function,  

:)(sV Valueof acurrent state. 

If the chance of moving from the state ts  to the state 1ts  with action  is ),,( 1tt ssP  then the bellman 

equation becomes  

 








  )(),,(,)( 1

'

1 t

s

ttttwt sVssPsRMaxsV 
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Therefore the Q-function is 

⟹  








  )(),,(,),( 1

'

1 t

s
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'
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s

tt sVssP  is the mean value, 

⟹   ),(),,(,),( 11

'

1  tt

s

ttttwtt sQMaxssPsRsQ 
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⟹   ),(,),( 11
'

 tt
s

ttwtt sQMaxsRsQ   

Now, the temporal difference: 

  ),(),(, 1
'

ttt
s

ttwd sQsQMaxsRT     

The optimum Q value, 

),(),(),( ttdttottn sTsQsQ  
 

 

III. MATHEMATICAL MODEL TO THE PROBLEM 

Let 𝑍𝑖  𝑎𝑛𝑑  𝑋𝑗𝑖 ,   𝑖 = 1,2, . . . , 𝑛 be the zones and the cluster-heads in these zones respectively. Let 𝛼𝑖 , 𝑖 = 1,2, . . . , 𝑝 be 

the set of routes present in every node. When a signal is in an exacting node there is an option of choosing any one 

route from the “p” probable routes with large chance that are nearby[10]. 

 

When a signal reaches a node it can obtain a reward for reaching that node and is called as the immediate reward 

𝑅𝑤(𝑋𝑗𝑖  , 𝛼𝑗), which is got by selecting the route 𝛼𝑗 . (“The node is given an option of choosing the route, in such a way 

that the packet will get a maximized cumulative reward, which the packet can gain when it moves from the current 

location node to a new node, thereby trying to reach the destination in the shortest path”.)[2][3] 

 

 If the signal is in node Xji and if it chooses its next node positioned at Xjj then the Q value at the present node, Xjj, can 

be obtained from the following relation.   

);,(),(),(  sTsQsQ don 
 

https://en.wikipedia.org/wiki/Recursion


Mathematical Approach Of Q-Learning With Temporal Difference Method In Sensor Data 

Communication In Cloud Environment 

2940 

  ),(),N(),(),( s  sQQMaxsRsT wd 
 

Where, 

𝑆 ∶ 𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝑠𝑡𝑎𝑡𝑒;    𝛼 ∶ 𝐴𝑐𝑡𝑖𝑜𝑛  ;   𝜆: 𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡𝑓𝑎𝑐𝑡𝑜𝑟, 

𝑅𝑤(𝑠, 𝛼) ∶ 𝑅𝑒𝑤𝑎𝑟𝑑, 

𝑁𝑠 ∶ 𝑁𝑒𝑥𝑡𝑠𝑡𝑎𝑡𝑒;    
𝛾 ∶ 𝑎𝑙𝑙𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒𝐴𝑐𝑡𝑖𝑜𝑛; 

),( sTd : 𝑇𝑒𝑚𝑝𝑜𝑟𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒; 
 

𝛽 ∶ 𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔𝑟𝑎𝑡𝑒 ;  
Qn(s, α): 𝑁𝑒𝑤𝑄_𝑣𝑎𝑙𝑢𝑒 ;  
Q0(s, α):  𝑂𝑙𝑑𝑄_𝑣𝑎𝑙𝑢𝑒. 
Note: Q Parameter is used to find an optimal path for the packets in a wireless body sensor network[4][9]: 

Proposed Algorithm: 
1. Take the reward matrix R. 

2. Initialize the Q matrix as a null matrix. 

3. Take anaction from Q table for the initial state. 
4. Perform the chosen action and transition to the next state. 

5. Get the reward  

6. Compute the Temporal difference from 

  ),(),(),(),(  sQNsQMaxsRwsTd   

7. Evaluate : ),(),(),(  sTsQsQ don   

8. Replicate all the steps from step 3 till the current state and final state same.  

9. Stop. 

 

 

Mathematical Example: 

Consider the Zone Zi which has four nodes and they are linked as follows: 

 

 

 

 

 

 

 

 
 

 

 

 

The corresponding state diagram is given below, and take the state-1 is the current state and the state-6 is the goal 

state[5]. 

 

 

 

 

 

 
 

 

 

 

 

 



1P. Abirami, 2Dr. S. Vijay Bhanu, 3Dr.T.K.Thivakaran 

2941 

 

 

   

The reward Matrix Rw of the given state diagram: 
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Select the initial state as signal node 1, and the initial Q matrix is taken as a zero matrix[6]. 





























000000

000000

000000

000000

000000

000000

Q  

The row and column of the Q matrix represents the present state and the probable action foremost to the next state. 

 

Now, the temporal distance and the new Q-value are calculated from the following equations: 

  ),(),(),(),(  sQNsQMaxsRwsTd 
 

),(),(),(  sTsQsQ don 
 

Take the discount factor and the learning rate as ;8.0,9.0  
 

and 𝜆, 𝛽 ∈ [0,1],   when 𝜆 ≈ 0, will consider only immediate reward, and when𝜆 ≈ 1 will consider the future rewards 

with greater weight[7]. 

Now, the current state = initial state = 1. 

 

 

),( s  ),( sTd  ),( sQn  Q-Matrix 
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(4,1) 1 0.8 
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Now,   
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Hence,the highest Q value is 1.79072.The optimal path is 2-5. 

 

IV. CONCLUSION 

The paper has proposed a efficient path based data transmission. The model proposed is efficient as it captures the path 

over time using Q-learning. The data captured can be used and managed in a optimal manner[8]. From the solution 

above proposed with Bellman -Temporal based algorithm ,the optimal path is reached with a higher Q-Score. This can 

be extended in future as a complete security solution with Q-learning model for the cloud environment. 
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