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Abstract: The facial movement of his or her is an important mark of understanding the emotion. The emotions are 

of different categories like angry, sad, neutral, happy, disgust, fear, surprise, etc. To classify the image into an 

appropriate class of emotion using the deep Convolutional neural network is a more scientific approach of 
classification. The classification is not only from the current observations but also from the past evidence, i.e. a 

training model is used to do this job. In this research article, we developed a model that derives the perception of 

a frame that consists of multiple faces by measuring each of its facial emotions. The developed model, therefore, 

claimed to be more efficient and robust against the variety of inputs. 

Keywords: FER: Facial Emotion Recognition, CNN: Convolutional Neural Network, ANN: Artificial Neural 

Network, FER 2013, blob frame image 

 

1. Introduction  

Facial emotion is a reflection of human thought. There are different emotional states like angry, sad, 

neutral, happy, disgust, fear, surprise, etc., which change from time to time when a human perceives inputs from 

the surroundings as a result there are changes observed in the facial muscles in a form of different curves.People 

very close to one another can recognize the feeling of others seeing the face. The expression of a face is a cognitive 

representation and contains the processed information about the inputs taken from the sense organs.For the last 

few years, automatic facial expression is used rapidly with an application of AI that is applied in the major sectors 

listed a few of them are, virtual reality, augmented reality, entertainment, human-computer interaction, and 

advanced driver assistant systems. However, the Face recognition in images is one of the most challenging research 

issues in tracking systems[1]. 

This paper explains the method of calculating the facial expression of multiple faces present in an image 

that is either a group photo, family photo, or frame and predicts the emotion score of that frame. For example, let 

us say in an image there are five faces of different expressions, so using our methodology the score of the image 

is calculated depending on the maximum quantum of the expression. 

The remaining of the paper is ordered as follows: 2- Related research, 3- Model Development, 4-

Experiment and Result Discussion and 5-Conclusion and Future Scope.  

2.   Related Research: 

Darwin laid the foundation of emotion recognition by stating “Emotional expressions are multimodal 

behavioral patterns of an individual” [2] and claimed there are 40 emotional states a human express. Since many 

of the researchers have been contributedsignificantly to find out the true information and cognitive representation 

by measuring facial curves and expansion, contraction of facial muscles.The action units of the face emotion is an 

important observation to measure the kind of emotion. The authors [3, 4] explored 12 and 27 action units that 

appear in the faces. The mixing of any two of the facial expression [5] represents a different emotion is shown 

below. 
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Figure 2.1: Mixture of multiple AU represents different emotion 

In the literatureFER is obtained inthree fundamental phases viz.i) Face Detection, ii) Feature separation, 

and iii) Classification of the emotions.The development of the new and innovative models developed by the 

researchers from time to time paid more attention on accuracy. Predict the expression more accurately that 

improves the performance are the key contribution of authors available in the literature. The Hidden Markov Model 

(HMM) is used to find out the expression [6] used a classification algorithm to classify the emotions by measuring 

the distance between eyebrows and iris into several categories like anger, fear, happiness and disgust. The ANN 

classified facial images into different classes by training the ANN [7]. [8] used two different methods FLF and 

DLF of FER that categorizes into classes of positive, neutral, and negative by tracking eye movement and claimed 

the achievement of accuracy to 88.64% and 88.35%. 

From the recent past, the use of deep learning [9] is the most interesting and widely used in designing 

modelsthat dominated all the mathematical models due to its robustness and ease of use [10]. Prior to the use of 

deep learning the researchers used different approaches to classify the images into appropriate classes like brain 

tumor identification [11, 12], Plant disease identification [13, 14] and other applications [15, 16,28] etc.Authors 

of [17] [18] [19] developed their own model and applied convolutional neural network architecture for FER and 

claimed suitable performance with references to different data set applied. The FER2013 dataset is [20] have been 

recognized as a best input image dataset to define and validate the model in most of the researchesFER. The 

description of the FER2013 dataset is explained in the experiment and result section.Few of the researchers 

associated this mechanism to any of the application like [21] the FER of patients of medical, hotels, customer 

service[22],tourist satisfaction[23], robustsurveillance systems [24], brain tumor image classification[25], dance 

action identification [26], etc.  

2.1 Deep CNN: 

Deep CNN is the most widely used ANN for deep classification [10, 27]. The DCNN consists of layers 

namely convolutional, pooling, and fully connected. 

 

 

Convolutional Layer: In this layer, a kernel sometimes called 

filter slides over the image and useful for the following advantages 

like reducesthe number of parameters, representing the correlation 

between neighbored pixels, Invariance to the location of the object. 

 

 

 

 

 

Fig 2.2: Kernel slides on the top of the image 

 

 

 

 

Pooling layer: This layer is used after the convolutional layer 

where the dimension of the image is reduced. Average pooling and 

max pooling a widely used mechanism in this respect.  
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Fully Connected Network: This is a network 

coversthe major portion of DCNN it is a conventional 

feed forward NN. After the image passes through 

multiple convolution layers, pooling layers its dimension 

shirked finally the left out is transformed into the vector 

and entered the fully connected NN as an input. The ANN 

is trained to recognize the image into its appropriate class. 

The training of the model shall be performed untilthe test 

accuracy is high. The training of the model should be 

stopped the moment the test accuracy starts declining.  

In the given below figure the input is an image to 

DCNN which passes through convolution layer and 

pooling layers interchangeable and assign to ANN after 

converting it into vector. The ANN is a modeled to 

recognize the object.  

 

 
Fig 2.5: Different Layers of Convolutional Neural Network for classification.  

Some of the predefined  CNNarchitectures  are as described below:  

Sl 

No 
Network Name Network Description Inception Yr 

1 AlexNet 5 Convolution Layer and 3 Fully Connected Layer 2012 

2 Clarifai 5 Convolution Layer and 3 Fully Connected Layer 2013 

3 SPP 5 Convolution Layer and 3 Fully Connected Layer 2014 

4 VGG 15 Convolution Layer and 3 Fully Connected Layer 2014 

5 GoogleNet 21 Convolution Layer and 1 Fully Connected Layer 2014 

Table 2.1: Different Convolutional Neural Network and its Architecture.  

The FER2013 dataset is made available by 

Kaggle is the biggest data source to train the model 

as well used to validate and test the model. Given 

below [19] is a representation of facial image along 

with labels explained in the FER 2013 dataset.  

 

 

 

3.  Methodology: 

In this research work the frame consists of multiple faces are processed and the knowledge of the frame is 

assessed by processing individually extracted faces. The entire research is divided into three stages.  

Stage1: Extracting the faces from the frame: 

A box of a fixed dimension detects faces one after the another from the frame by using blobfromimage 

library of the cv2 module 

Stage2: Determine the correct facial expression of all the extracted faces. 

A CNN that consists of fully convolutional layers, max polling, batch Normalization, Dropout, and 

Dense layers was developed and trained on Fer2013 dataset and a model was generated to classify the emotion 

of the facial images  

Stage3: Findingthe meaning of the group photo.  

Fig 2.4: Fully Connected NN used for classification 

Fig 2.3: Applying max pooling layer for Dimensional Reduction 

 Fig 2.6: Sample Representation of Emotion Facial Data Available in FER2013 Dataset 
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After all the faces emotions of the frame are recognized then, insight behind the frame is visualized 

using visualization tool and techniques. 

 

Fig 3.1: Model Description for finding Group photo facial expression 

3.1 Algorithm for the Proposed Model 

The research is carried out in the following steps: 

Step1:Developed a model called CNN_MODEL which has been trained with the available dataset like 

FER2013 etc. 

Step2: Identify the faces from the group photo images let’s say these are f1, f2, f3,...,fn. 

Step3: Apply all the extracted faces f1, f2, f3…,fnto the CNN_MODEL to get the class label information C1, C2, 

C3, ....  

Cn.of distinct k classes.  

Step4:Find out the max class level information Cres from the C1, C2, C3 ... Cn 

Step5:Cres is the Class level result of the group photo image. 

Above steps of the algorithm is explained with given below example: 

Step-1: CNN_MODEL is developed as follows:  

Layer (type)    Output Shape                Param #    

================================================================= 

input (InputLayer)    (None, 48, 48, 1)           0          

_________________________________________________________________ 

conv1_1 (Conv2D)      (None, 48, 48, 64)   640        

_________________________________________________________________ 

. 

. 

conv5_3 (Conv2D)      (None, 3, 3, 512)        2359808    

_________________________________________________________________ 

batch_normalization_16 (Batc (None, 3, 3, 512)           2048       

_________________________________________________________________ 

conv5_4 (Conv2D)              (None, 3, 3, 512)          2359808    

_________________________________________________________________ 

pool5_1 (MaxPooling2D)        (None, 1, 1, 512)           0          

_________________________________________________________________ 

drop5_1 (Dropout)    (None, 1, 1, 512)        0          

_________________________________________________________________ 

flatten (Flatten)    (None, 512)                 0          

_________________________________________________________________ 

output (Dense)     (None, 7)                   3591       

================================================================= 

Total params: 13,111,367 

Trainable params: 13,103,431 

Non-trainable params: 7,936 

_________________________________________________________________ 

Step 2:Extracting faces from the group photo image  

 
Fig 3.2 Example of face extraction from the frame 

Step 3: Categorizing the extracted faces into appropriate class levels. 

 
Fig 3.3 Example of FER from the extracted faces 

Step4: Set the Cres with the highest frequency. 
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Happy→C1, Happy→C2 So Cres is set to 2 that is the highest frequency. 

Step5: The category of this photo is categorized into the class of Happy because the highest frequency belongs 

to Happy category. 

3.2 Model Description: 

• Let the FER image dimension is defined as:  𝐷𝑖𝑚(𝐼) = (𝐼ℎ , 𝐼𝑤 , 𝑛𝑐) 
Where𝐼ℎ: Image Height, 𝐼𝑤: Image width, 𝑛𝑐: Number of Channels. 

• There is a filter K for each of the channel of the FER image and is defined as:  𝐷𝑖𝑚(𝐾) = (𝑓𝑖 , 𝑓𝑗 , 𝑛𝑐) 

Where 𝑓𝑖 , 𝑓𝑗, 𝑛𝑐 are the filter lenght, width and no of channels.The length and width of kernel K is 

uniform hence can be represented as f 

• The filter Kslided over the image I as a result the feature map con(I, K) is as follows: 

𝑐𝑜𝑛(𝐼, 𝐾) =∑ ∑ ∑ 𝐾𝑖,𝑗,𝑘𝐼𝑥+𝑖−1,𝑦+𝑗−1,𝑘
𝑛𝑐

𝑘=1

𝐼𝑤

𝑗=1

𝐼ℎ

𝑖=1
 

• The dimension of the convoluted feature map is as follows: 

𝐷𝑖𝑚(𝑐𝑜𝑛(𝐼, 𝐾)) = (𝑙𝑜𝑤𝐼𝑛𝑡 (
𝐼ℎ + 2𝑝 − 𝑓

𝑠
+ 1) , 𝑙𝑜𝑤𝐼𝑛𝑡 (

𝐼𝑤 + 2𝑝 − 𝑓

𝑠
+ 1)) 

Wheres=1, p=0 is the stride and padding used in the convolution layer for this experiments.  

• The feature map extracted from the convolutional layer undergone through pooling layer as a result the 

feature map is down sampled through summing up the information. 

 

Let 𝜑 be the pooling function of Average pooling or Max poolingused in pooling layer, for each of the 

channel there is a pooling filter applied to it as a result the feature map is dimensionally reduced with new 

dimension (𝐼ℎ
𝑙 , 𝐼𝑤

𝑙 , 𝑛𝑐
𝑙 ) 

• The convolution layer, pooling layer, batch normalization dropout is used interchangeablyIn this CNN 

model there are 17 number of convolutional layers, 10 number of pooling layers, 10 numbers of dropping 

layers, and 15 numbers of batch normalization layers available.  

• The feature map is converted to vector map and assign to fully connected Neural network which in turn 

classify the faces into appropriate classes. 

• The output of the classification will be measured and express the meaning of the photo. 

3.3 Face Extraction from Frame 

      
Fig 3.4 Code Snippet for extracting faces from frame        Fig 3.5 Sample output after applying face extraction  

                                                                                                          Algorithm, Image source Google 

3.4 CNN Model for FER 

The CNN model is developed after training the model by theFER-2013 dataset and tested with the test 

data set. This module is with reference to the step-01 of section 3.1 which follows the measures given below. 

The number of epochs used:50, Test size:7178, Train size: 28709 
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       Fig 3.6 Train vs Test Accuracy Fig 3.7 Train vs Test Loss 

 

The output of the classification will be measured based 

on the performance metrics as follows: 

Accuracy = 
𝑇𝑃𝑟+𝑇𝑁𝑟

𝑇𝑃𝑟+𝑇𝑁𝑟+𝐹𝑃𝑟+𝐹𝑁𝑟
 

Whereas 𝑇𝑃𝑟called as True positive ratio, 𝑇𝑁𝑟  is called as 

True negative ratio, 𝐹𝑃𝑟  called as False positive ratio, 𝐹𝑁𝑟 

called as False negative ratios Respectively 

 

 

Fig 3.8 Confusion matrix of the model 

4 Experiment and Result: 

Following is the demonstration of frame emotion analysis: 

Original Frame with Multiple Faces Faces Detected By Applying 3.3 

 

 

Fig 4.1 Frame Before and After Applying to Snippet Mentioned 3.3 

S.No Extracted Face Amount of FER In The Extracted Face 

 

1 

 

 

 

2 

 

 

 

3 

 

 

 

4 

 

 

 

5 
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6 

 

 

 

7 

 

 

 

8 

 

 

Fig 4.2 Faces Recognized and the Amount Obtained After Applying to The Model 

In the above development the count of happy faces is the highest that is 6 out of 8 which set off to the 

frame is a happy frame. 

We have taken different frames from google source and applied to our model. The observation is as 

tabulated below 

Sl 

No 

Name 

of the 

Frame 

Nos. of 

Faces 

Detected  

Nos. of 

Happy 

Faces 

Nos. 

of 

Angry 

Faces 

Nos. of 

Disgust 

Faces 

Nos. 

of 

Fear 

Faces 

Nos. 

of Sad 

Faces 

Nos. of 

Surprise 

Faces 

Nos. of 

Neutral 

Faces 

Max 

Face  
Count 

% 

Max 

Faces  

Summary of 

the Frame 

1 Frame1 8 6 0 0 0 1 0 1 

Happy 6 75 

Frame1 is 

categorized into 
a happy frame 

with percentage 

of Happiness- 
75% 

2 Frame2 5 2 0 0 0 0 0 3 

Neutral 3 60 

Frame2 is 

categorized into 

a neutral frame 

with percentage 

of Neutralness- 

60% 

3 Frame3 17 8 2 0 0 3 0 4 

Happy 8 47.1 

Frame3 is 

categorized into 

a partial happy 
frame with 

percentage of 

Happiness- 
47.1% 

4 Frame4 5 0 1 0 0 1 0 3 

Neutral 3 60 

Frame4 is 

categorized into 

a neutral frame 
with percentage 

of Neutralness- 

60% 

 

5 

 

Frame5 8 3 0 0 0 4 0 1 

Sad 4 50 

Frame5 is 

categorized into 

a neutral frame 

with percentage 

of Sadness- 

50% 

5.  Conclusion and Future Scope 

The described model is a well-trained model to extract multiple faces from a frame and get the internal 

sense by characterizing each of the faceusing Deep CNN. This research may be extended and applied to the motion 

scene to get its overall rating after analyzing the maximum faces belongs to a class.  
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