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Abstract: Modern agriculture has aided in the reduction of food costs as a percentage of profits. Estimating crop yield based 
on environment, soil, water, and crop parameters has been proposed as a potential research topic in modern agriculture. The 
prediction of crop yield is one of the most difficult issues in precision farming, and several models have already been 
suggested and tested. This is because a variety of factors such as climate, weather, soil, fertilizer and seed diversity affect crop 

yields. This issue requires the application of multiple datasets.Researchers have been unable to create a clear non-linear or 
linear relationship between raw data and crop yield values, and the performance of the derived characteristics is highly 

dependent on the production of those models. This means that it is not an easy task to predict yield, but rather a number of 
complex steps. Crop output models can now accurately estimate the actual output, but better output prediction results remain 
desirable. Data mining is an important tool for forecasting the yield of crops, with a focus on plants and what to do in the 
growth period. A number of algorithms for data mining were used for prediction studies on crop yields. For better prediction 

accuracy, an efficient data mining approach based on linear regression is proposed in this study. 
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1. Introduction  

Growing data development from sensors and aerial crop pictures, increasing agricultural production through 

intelligent systems, and government assistance for the adoption of modern farming practices are all driving the 

agricultural market forward. Agricultural organizations and farmers across the country are increasingly 

implementing data mining-enabled systems to raise farm productivity and gain a competitive edge in business 

activities [1][2]. Agriculture is a major industrial sector and the economy of the country depends on resilience in 

rural areas and factors such as global warming, precipitation, water levels and chemicals. Despite the fact that 

recent research has revealed statistical knowledge about agriculture, few studies have looked into crop prediction 

based on historical evidence. For agricultural productivity, crop yield forecasts are vital. Politicians rely upon 

reliable forecasts to take timely decisions on imports and exports to boost national food security. On the other 

hand, estimating the crop yields by various factors involved is very difficult [3][4][5].  

Crop output is influenced by agro-climatic input parameters in general. However, agricultural input parameters 

differ from region to region, and gathering such data over a wider area is a difficult task. Climate data is also 

collected in various parts for each sq.m area. The resulting data sets are huge and can be used to forecast massive 

crops. Agricultural researchers are experimenting with different forecasting methodologies. Agricultural scientists 

have shown that the pro-pesticide state's policies have resulted in an alarmingly high use of pesticides. Also, there 

is a negative association between pesticide use and crop yield, according to the report.A data-mining algorithm 

using minimum incidents with limitations can be used to detect the laws of association between rainfall and 

climatic indices. During critical plant growth phases, a longer dry season or heavy plumage will drastically reduce 

crop yields[6]. 

Based on previous research, the most common applications of data mining in agriculture tend to fall into three 

broad categories: 

● Robots in Agriculture 

Companies create and customize intelligent drones to perform essential agricultural tasks including crop 

harvesting with greater strength and response than human staff. 

● Monitoring of Crops and Soils 

Businesses use computer vision and data mining techniques to analyze data obtained by robots and/or 

production tools systems in order to monitor crop and soil quality. 

● Predictive Analytics  

Data mining models are being developed to monitor and predict various environmental effects on agricultural 

production, such as climate. 
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Through a certain capacity of flexible thinking, a machine can interpret its conditions and manage measures to 

fix a specific objective related to that context, according to data mining theory. Data mining is when a computer 

improves its ability to solve environmental-related problems and goals by following a collection of protocols as 

the scientific nature of the data it collects grows. Simply put, as the machine receives more comparable data sets 

that can be grouped into specific protocols, its capacity to rationalize grows, allowing it to reliably determine a 

variety of outcomes [7][8]. 

Companies that produce data mining products or services like agricultural training information, drones and 

automated machines will make progress to make more practical applications in this sector to assist the world in 

dealing with issues of food production for the growing population [9]. As a result, the study's key contribution is 

i) To provide a detail of how data mining integrates with the agricultural domain. 

ii) To propose a data mining method for better crop prediction. 

With this detailed introduction, Section II describes the role of data mining in modern agriculture, Section III 

shows proposed system model, followed by Experimental result in Section IV and Conclusion in Section V. 

2. Related Work 

Agriculture is very important in the country's global economy. The agricultural sector is continuously under 

pressure to increase crop productivity and produce more crops as a result of population growth. Data mining is a 

popular technology today that can be applied to the modern agricultural sector. In agriculture, data mining aids in 

the production of more stable crops. The principle developed by Arthur Samuel in machine learning research is 

now used in modern agriculture. Artificial techniques are being used in the agricultural sector to increase precision 

and solve problems [10][11][12]. 

Precision agriculture is an organizational culture that uses machine learning systems to maximize harvest 

productivity and precision. Predictive analytics employs data mining technology to aid in the diagnosis of plant 

pests, insect infestations, and slow crop growth on farms. AI systems will control and track weeds when deciding 

the herbicides to apply within the right buffer, reducing herbicide overuse and tolerance. Farmers use predictive 

results to determine agricultural precision by designing probability distributions for seasonal forecasting [13]. 

These models will look months ahead of time and use collected data to provide farmers with clear season 

forecasts, ideal planting times, and locations of the best crop varieties. Agricultural data mining technologies will 

then boost farm management by basing predictions on predicted weather conditions during the coming season. 

Knowing when to sow the seed at the right time can mean the difference between a fruitful year and a failed crop. 

Another important aspect of crop management is yield mapping and prediction, which helps to balance supply and 

demand. Using remote sensing technologies and weather conditions, data mining models can be developed for 

specific crops in a given region to forecast precise yield estimates. Governments often employ such yield 

estimation innovations, reducing or eliminating the need for expensive crop cutting studies [14][15][16]. 

In emerging markets, the gap between capital and education is also widening. Many farmers lack access to 

telephones, training, and the skills necessary to evaluate the data that is available. Recommendations must be 

provided that not only promote the appreciation of these farmers, but also recommend the measures that must be 

taken to achieve high returns[17][18]. It's critical to take coordinated steps to address the pressing need to link 

rural areas, as well as to work with policymakers and technology firms to reduce the cost of data collection 

equipment and software. As a result, better data mining approaches for agricultural initiatives are needed. 

3. System Model 

The current framework used a multiple linear regression method and a density-based clustering approach for 

estimating harvest yield analyses. 

A) Multiple Linear Regression  

The technique for modeling the straight-linear relationship between a dependent variable and one or more 

independent variables is multiple linear regression (MLR). The variable dependent is often called a prediction or 

an independent variable called a predictor. 

B) Density-based Clustering Technique 

The main concept of cluster technology based on density is that at least a minimum number of points are found 

in the vicinity of a particular unit distance for each point of the cluster. In other words, there should be a threshold 

of density in the vicinity. 
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C) Drawbacks 

• There is no large volume of dataset implemented. 

• Feature extraction is not handled well. 

• Less accurate of prediction crop yield. 

All critical parameters required for high crop yield are included in the crop yield forecast. This increases the 

outcome of the agricultural yield rating. Inputs are considered for all important parameters. One of the most 

common problems with the prediction method is that almost all of the necessary parameters that must be 

considered for an exact prediction are not taken into account. Farm data such as crop varieties, crop year, location, 

and seasonal parameters such as Khrif, rabbi, and summer crops make up the crop information base. The 

knowledge-based also includes regions, district information, and ecological parameters such as extreme and 

lowest temperature values, as well as average precipitation. A related input module which collects data from the 

farmer needs to be used for the plant return model. Crop name, land area, crop year, and prediction tons are all 

included in the input module. The model for feature selection is in charge offset. 

Crop specifics are used to select an associate attribute. To predict the yield, a crop yield prediction model was 

used. The data is then sent to a classification rule for similar grouping content following the selection of the 

feature. Crop growth with climatic data and crop parameters can be forecast. The performance of classification of 

crop information as regards the name of the crop, the season and the total yield data is then predicted by law. 

 

Fig 3.1 Proposed Framework 

C) Procedure 

Step 1: Data extraction from the Agricultural Department's online repository. 

Step 2: Applying pre-processing to clean up results. 

Step 3: For training and testing, standard cross validation is used. 

Step 4: Compute the results for each classifier individually. 

Step 5: Based on the output measure such as precision, choose the top three classifiers and compose a majority 

voting-based ensemble. 
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Phase 6: Measure the yield based on the accuracy ranking. 

D) Data Collection 

The first step in the machine learning pipeline is to collect data for training the data mining model. Data 

mining systems can only be as successful as the data they've been trained on. 

E) Preprocessing 

Once the data has been collected as datasets from the Twitter source, it must be transferred to the classifier. 

Before the study, the classifier cleans the dataset by extracting redundant data such as stop words and emoticons 

to ensure that non-textual material is detected and deleted. 

F) Classification 

The data mining approach employs classification algorithms that use input training data to predict the 

likelihood or probability that the data that follows will fall into one of the predetermined categories. 

G) Advantages 

1 It increases and verifies the accuracy of yield predictions, which are helpful to farmers in predicting the 

yield of a particular crop. 

2 In the following work, the crop yield forecast will be compared to all available data, and appropriate 

methods to improve the effectiveness of the proposed technique will also be taken into account. 

4. Experimental Results 

The SSPS library was used to evaluate all agricultural experimental data sets. IBM SPSS is a research 

environment that provides a wide range of data and text analysis, as well as a strong set of statistical algorithms 

for classification, processing, and association rules. It has been discovered that using DM techniques, more 

successful techniques for solving complex agricultural issues can be created. The obtained results were tested and 

analyzed using IBM SPSS statistical tools. 

A) Tracking Patterns 

Data extraction learns to recognize patterns in a data set. This usually refers to some of the time in your data 

that occurs at regular intervals, or over time there is a flow and flow of certain variations. Tracking and 

classification methods are able to manage large amounts of data in data extraction. Separation is a method of 

extracting data to predict the category of agricultural data. 

 

Fig 4.1 Tracking pattern 

B) Cluster based Analysis (CBA) 

CBA analysis is very useful for converting clusters of similar plant species to different parameters. Blocks are 

sub-categories for agricultural data. Users understand the basic structure of preset data. They are used as a 

standalone tool to gain insight into the distribution of data processing algorithms. Compilation by a group that 

contains objects of the same type. Simplification is achieved by representing data in a few groups that require 

good detail. 
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Fig 4.1 Cluster based analysis 

C) Association Rules for yield Estimation (ARYE) 

ARYE has a large number of applications and is widely used to help determine the yield of foreign yields and 

integration into agricultural datasets. The mineral law of the organization describes how often events occur 

together. Through the application of the Mining Association Act, we can see some interesting connections 

between the various varieties in large-scale agricultural production data. 

 

 

Fig 4.2 Association rules for yield estimation. 

D) Performance Metrics  

The real effectiveness passes through the procedure with it – only once it includes precision, moreover 

recognition as accuracy. The final results, means performance of the classification could be higher by using the 

bagging approach as an optimization strategy within the process of the category. The performance of crop 

prediction is measured using the following performance metrics. 

 

Fig 4.3 Feed and Food graph 

E) Accuracy 

Historically, the exactness rate was the most common statistical indicator used. In unbalanced data sets the 

reliability no longer is an appropriate measure, because it does not distinguish between the numbers of instances 

of properly categorized classes. It can thus lead to misconceptions that a 90 percent precision classifier in a set of 

data with an IR value of 9 is incorrect if all examples are classified as negative. 

Accuracy = TP + TN/ TP + FN + FP + TN. 

Where 

TP- True Positive 
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TN- True Negative 

FP - False Positive 

FN - False Negative 

The accuracy level is 95%. Using the existing algorithms of KNN and ANN, the accuracy level is 80 and 85 

respectively. 

 

Fig 4.4 Crop yield prediction 

The above graph represents the annual crop yield performed in selective land. As per the  graph the left 

alignment represents the crop section and the right alignment represents the countries with the yield prediction. 

From the above graph, it is evident that cultivating vegetables in China might lead to a higher yield. Hence, 

cultivating vegetables in China will be profitable for the upcoming years (based on the graph prediction). But, the 

graph conveys that the cultivation of tomatoes and products might lead to a lower yield, hence results in lesser 

profit. Hence, for successive years tomatoes and products can be cultivated at a lower scale, such that the loss 

might be lighter, if the crops of tomatoes face any of the natural disasters (heavy rain etc.). 

5. Conclusion 

Farmers in India will benefit from precise forecasts of different crop yields in different districts. In precision 

farming, yield estimate models are used to enhance yield production in order to meet demand, and to advise the 

government on crop yield estimates of imports from Trichy, Tamilnadu, in order to avoid overlapping. During this 

project, the regression method was put to the test in terms of yield prediction. The data was used to create model 

inputs.While linear regression algorithms provided reasonable estimation accuracy, higher prognostic power could 

be obtained by including alternative variables such as environment, agricultural practices, and soil characteristics 

in the model growth, such as year, crop, area, and output (in tons). For Ecuadorian conditions, a linear regression 

model can be suggested. There are no yield prognostic models for any crop. Crop yields (sugarcane, cotton, and 

turmeric) are expected to be at their maximum levels using this proposed method.In future, this model can be 

reformulated by alternative crop valuations to determine methods of yield growth and land management in 

excellent potential crops such as wheat and rice..  
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