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Abstract: Deep learning classification has recently shown its Twitter logs promises in recent times. Many of the works are 

emotional on Twitter analysis is complete, but have not done the emotional impact survey sites on Twitter. In social media such as 

Twitter, Sentiment analysis has become a very important and difficult task. This environment requires a non-traditional method, 

such as data/tweet length, misspellings, abbreviations and special characters and properties of sentiment analysis tasks. Also, social 

media sentiment analysis is one of many interesting applications of basic questions. To overcome the issues in this work proposed, 

the method Adaptive Deep Recurrent Neural Network (ADRNN) using for this analysis is useful in evaluating microblogging 

Twitter data analysis of information. In the case of social network data, deep learning analyzes large amounts of data to achieve the 

effect of the traditional top machine learning algorithm. Concatenated text and location with Twitter sentiment analysis, especially 

Adaptive Deep Recurrent Neural Network (ADRNN) feature vectors work, deep learning classification methods can be used.To 

make full use of these data, developing a real-time Twitter sentiment analysis and visualization system. This is a Web application. 

Its purpose is a programming application package using the Python language to obtain real-time data from Twitter tags and 

keywords to use mining methods for Application Programming Interface (API) for tweets analysis. Twitter data is generated by 

applying different weighting schemes to improve the accuracy and F1 Score of the estimated classification. 

Keywords: Adaptive Deep Recurrent Neural Network (ADRNN), Deep Learning Classification, Sentiment Analysis, Twitter 

Classification, Twitter Data, Accuracy, Application Programming Interfaces (APIs). 

  

1. Introduction 

Microblogging is a fast-growing online platform that allows people to write, publish, update and read short text 

messages known as tweets. By micro-blog, users can share views on specific topics, views and ideas. In general, 

Sentiment Analysis (SA) identifies and classifies the document in a polar, sentence and phrase level of the specified 

text. For example, the innovation in numerous fields, internet business, medication, legislative issues, and diversion, 

shows minority. Their item surveys and pick the best item dependent on popular assessment buyer opinion 

investigation is valuable to act as an illustration for organizations to screen buyers. The primary assignment of Twitter 

tweets in SA is to decide if it is positive or negative suppositions. Twitter estimation investigation's principal challenge 

is: tweets generally write in casual language give hints about the restricted feelings. Those abbreviations and shortened 

forms are broadly utilized on Twitter short messages.  

Today, in the age of the Internet, individuals have changed the way they express their perspectives. Today, many 

individuals are utilizing Facebook, Twitter, Google Plus and other informal communication locales. To communicate 

their thoughts through online gatherings, item survey locales, perspectives and conclusions, blog articles, data for web-

based media, etc. Online people group, permit buyers educated and persuasive intelligent media. Online Media 

Updates blog through publicizing microblogging condition of contact with the client leave remarks and different 

structures gives a stage produce a ton of feeling information to give ventures a chance. It depends vigorously on client-

produced content on the web, principally for dynamic. For instance, on the off chance that somebody needs to 

purchase an item or utilization any assistance, they initially talk about its quest for online audits before web-based 

media and settle on a choice. Brokedown by various client-created content is too huge for the normal client. An 

assortment of assessment investigation innovation is broadly utilized because it requires Sentiment Analysis (SA) 

advice the client on the off chance that they have sufficient data on the items before they get it. Promoting and 

business investigation utilizing the information to see how their client necessities can convey their items and 

administrations.  

Text data recovery innovation is mostly centered on looking for realities and information for the current 

examination. The truth of the matter is, there are a few fixings have required, yet the declaration of the emotional idea 

of a portion of the other content. The substance of the primary concerns, emotions, assessment, mentalities, feelings, 

structure the center of Sentiment Analysis (SA). It offers many provoking freedoms to grow new applications, 

predominantly because of the enormous data development from online sources like interpersonal organizations and 

blogs. For instance, the framework proposed by suggesting project recommendations might be, for example, to utilize 

such slant investigation of these activities, positive or negative perspectives is anticipated. 
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2. Related work 

     Twitter slant examination has become an intriguing issue as of late. When confronted with the examination of 

existing arrangements with short and dubious Twitter news, Twitter is essentially thinking about the content of the 

message data (L. Wang, J. Niu 2020). Late investigations have shown that passionate extremity Twitter news Twitter 

is firmly identified with the enthusiastic dispersion model (S. E. Saad 2019). Twitter theme examination of 

information (microblogging) to the Twitter assessment investigation to separate the client's mindset, above, is 

developing quickly. Numerous analysts like to utilize calculations for this examination (Z. Jianqiang, 2018). Twitter 

notoriety examination innovation approaches studying public conclusions on their related exercises and items (M. Bibi 

et al., 2018). Most examinations have zeroed in on the enthusiastic capacity got by investigating the lexical and 

syntactic highlights. These capacities by passionate words, emojis, outcry points, and unmistakably are communicated 

as above (Z. Jianqiang 2017). Measurement decrease guarantees low computational intricacy and execution in the 

grouping interaction. Twitter information in each call and may not reflect human reactions and having trademark 

esteem (M. Bouazizi 2017). The vast majority of the current exploration on the Twitter conclusion examination zeroed 

in on the extraction of new passionate characteristics (H. T. Phan, V. C2020). Nonetheless, it chooses the pretreatment 

strategies and will be disregarded. Credit examination and assessment mining person-to-person communication 

presents late exploration center (S. M. Jimenez Zafra, 2019). Nonetheless, the standing of programmed examination, 

assessment mining informal communities, miniature blog and site to gather text, the greater part of the most recent 

innovation and exploration for both parallel grouping (i.e., "positive" and "negative") (T. Hu, 2020). Three sorts (ie, 

named "positive", "negative" and "impartial") text. Increment the measure of substance produced by Twitter clients 

tweet prompted the standing investigation, and become enthusiastic state data fundamental device for removing 

Twitter clients (J. Zhou, 2020) 

Tweets order is a notable standing investigation undertakingsthe vast majority of the examinations for educators' 

advancement and solo framework isn't an excess of consideration regarding some phonetic wonders, like negative (Q. 

Lu, 2020). The passionate effect of each part of individuals' lives fundamentally affects their emotional wellness. The 

neighborhood client extricates information from geo-tweet feelings from December 2016 and examines it according to 

the perspective of existence (F. Iqbal et al., 2019). Its motivation is to level the enthusiastic viewpoint dissected to 

decide the extremity focus in this specific circumstance. Most past estimation examination models are typically reliant 

on the lack of extraction of the neighborhood and significant distance (M. A. Tocoglu, 2019). Past investigations didn't 

consider the effect of the guidelines of language structure examination of the perspective proportion of the emotional 

level. Also, the consideration component is intelligent too simple to even think about, causing us to notice data and 

foundation topics (M. U. Salur 2020). Notion examination has become a significant assessment digging innovation for 

the quick advancement of Internet innovation and web-based media. The adequacy of the different characterizations of 

enthusiastic ongoing examinations has shown that taking in calculation from a basic word reference-based technique is 

more unpredictable.  

The investigation of text information via web-based media is turning out to be increasingly more significant because it 

contains the most recent data that somebody thought of. Additionally, feelings are the most important piece of human 

correspondence, where notion examination is a kind of data extraction measure that distinguishes a given book's 

enthusiastic condition (S. Amin et al., 2020). Associations utilize enormous scope individual criticism on occasions, 

items, and administrations, for example, web-based media stages like Twitter and Facebook. Nonetheless, conclusion 

characterization assumes a significant part in assessing client criticism. With the expanding utilization of information 

of Web 2.0 and web-based media devices, for example, these blog administrations stage and organization extraction 

and scattering of individual wellbeing data to challenge public feeling over the previous decade, it is turning into a 

more normal objective Twitter notoriety examination innovation gives an approach to explore public assessment on 

their related exercises and items (Z. Jianqiang, 2018). Most tweets have zeroed in on the capacity acquired by 

investigating the lexical and syntactic highlights. 

 

3. Materials and Method 

  

    Sentiment classification task Tweets is notoriously difficult because it is simple and commonly used in non-standard 

spelling and languages. Analysis using Adaptive Deep Recurrent Neural Network (ADRNN) and many sentiment 

classification systems show a very accurate level, but most of the data has not been on Twitter for testing. Since the 

Twitter Application Programming Interface (API)analysis sentiment tweets for database and collecting data used as a 

source opinioned, it is used to analyze, retrieve, and preprocess after the analysis is based on emotion different 

approaches. Sentiment analysis method applied to the output of each message to all servers of the proposed 



Turkish Journal of Computer and Mathematics Education                Vol.12 No.9 (2021), 2449– 2457 

2451 
 

  

   

 

Research Article 

 

  

 
standardized tweets positive emotion and negative emotion based on the Twitter chat wherein the total display data 

obtained by preprocessing. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Proposed diagram for Twitter sentiment Analysis 

       Figure 1 describes the proposed diagram for Twitter sentiment analysis using the data collection using API for 

large datasets is not available, so hence extract the Twitter API from the data and preprocessing the data using the 

training dataset For reading and writing the data to the database classifying the tweets in the Adaptive Deep Recurrent 

Neural Network (ADRNN) classifying the output determine the Sentiment analysis. 

3.1 Data collection 

      The data set collected from Twitter API to use tweets sentiment analysis for the data is collected the positive or 

negative tweets. The data set is well-known, published in Natural Language Toolkit (NLTK) corpus resources, and has 

been widely analyzed in many studies. The total corpus size of 12000 Twitter posts from the 7000 positive 7000 

negative tweets. For this task, have to collect and prepare data sets: one set contains 8000 tweets. This set will be used 

to train the model. Despite the 4000 Tweets from another group, but the group established a sentiment analysis 

classification model. Its main purpose is to analyze tweets' sentiment positive and classified as high, moderate, positive 

and neutral. Negative depending on the Tweets data collections. In the first phase of this work, data collection 

characteristics after use or tokens. As for the Score and the label tweet, a new approach has been proposed. 

Stage 1:  Assuming that each call and is classified as positive and negative call and depending on, and maybe based on 

the call and the number of emoticons positive or negative word. This method allows calculating the polarization of 

each beep. Ignored the tweet gap in collection time because it is difficult and may affect the results. 

Stage 2: Each tweet (t) is a value assigned to the call and each function's polarity in the overall value of the tweet data. 

 

3.2 Data Preprocessing     
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     Twitter contains many opinions on this work in the study of the use of the data: in the choice of data sets via 

Twitter two-class marks, different users' different ways have said. Negative and positive attributes and data make it 

easy for reputation analysis to observe various functions' effects. Inconsistent and redundant raw data is very sensitive 

before feature extraction, chirping pretreatment. Due to the use of slang, Uniform Resource Locator (URL) and delete 

the misspelled word. To solve the problem due to slang, a dictionary has been maintained, has the same meaning 

instead of words.Tweets are first preprocessed and then passed to the classification. Delete correction for all the URL 

(for example www.xyz.com), the hashtag (e.g. #topic), target (@UserName) spelling. Repeat the sequence of letters 

that should be treated in exchange for their emotional emoticons. Delete the non-English tweet (abbreviation 

dictionary can be used) all punctuation, symbols and abbreviations expanding digital stop words and remove deleted. 

 

3.3 Application programming Interface (API) 

 

      Perform better and the amount of extracted entities in the API quality. , Collected over time by the Python using 

Twitter Application Programming Interface (API) to create a tweet. Python is automatically calculated frequency push 

message is transferred per second, wherein - the top of the message based on the frequency chirping, sorted and stored 

in the specified database. It collects in a different database as the data needs to be stored only in Twitter Python API 

and contains the latest Twitter messages.Distribution and value of each word Tweet dictionaries JSON file from the 

match. As a vocabulary dictionary word, it cannot assign a value from each word's tweet limit. But the results to be 

obtained can be analyzed for each tweet, mean positive or negative, python language of science, and so on. 

 

3.4  Adaptive Deep Recurrent Neural Network (ADRNN) For Sentiment Analysis 

      The performance of neural networks is analyzed by deep emotion to microblogging. Thus, in addition to the tweet, 

microblogging is based on a data set with anAdaptive Deep Recurrent Neural Network (ADRNN). The tweet is 

automatically marked using a deep emotion class learning with a deep learning analysis. Assessment is a set of 

experiments for each architecture. The results showed that automatically tweet comments enabled.The feature set is 

integrated into the deep convolution neural network forecasting of training and emotional classification label. The 

accuracy of the experimental measures of the Twitter data set of models compared to baseline model performance 

results shows good sentiment classification. 

 
Figure 2: Structure for ADRNN 
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Figure 2 shows the Structure for typical Adaptive Deep Recurrent Neural Network architecture used in connecting the 

input layers. The original at every layer of the time the connection is superimposed ADRNN. For ADRNN, hidden 

activation at the level L and the time t. 

Algorithm steps 

Input: Test Tweets 

Output: Sentiment Tweets analysis accuracy score 

Step1: Begin 

Step 2: Pre-processing procedure 

Enter the query string 

Until the data stream is retrieved from the Twitter API 

Tweet filter information in English 

Remove duplicate tweets 

Case conversion for each tweet 

Delete the Twitter sign (# topic, @ username, retweets (RT)) Delete URL ( "HTTP: // URL") 

Step 3: Training the data 

Step 4: Procedure Sentiment Classification (Feature):  

Classify tweet using Adaptive Deep Recurrent Neural Network (ADRNN) 

Step 5: Positive count and Negative Count 

  If (Predict Positive count) Then 

  Positive_Count +=1; [positive=Positive _count/Positive-count+Negative-count] 

  Else 

  Negative_Count+=1;[Negative=Negative_count/Positive-count+Negative-count] 

                End 

Step 6:Stop 

 API-Application Programming Interface, ADRNN- Adaptive Deep Recurrent Neural Network,and The 

system uses training data to train tweets in a set of tests to test your system's tweets. Integrated identify each base 

classifier determines each tweet the test of emotions (positive/negative). Further, each base classifier report 

classification is based on testing data (test beep) is calculated. All steps were calculated for each of the positive and 

negative tweets. 
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4. Result and discussion 

The experiment results and two network positive tasks: 1) Positive/Negative pairs and 2) positive, neutral and negative 

pairs. The sentiment analysis tool collects and searches the first user's Twitter website data to query it. ADRNN 

algorithm to find the emotional Score for each tweet. One hundred fifty tweets criteria relevant maximum current 

model can analyze the latest tweets and display the user's results. 

 

Table 1: Simulation Parameters for the proposed method 

Parameters Values 

Simulation Language Python 

Simulation Tool Anaconda 

Dataset Tweets dataset 

Num. of. Tweets data 1500 

Training Data 1000 

Testing data 500 

Table 1 describes the proposed method analysis of the Sentiment accuracy score predicting the dataset's collection 

using the positive, negative and Neutral tweets to be analyzed. 

 
 

Figure 3: Analysis of Accuracy 

Figure 3: shows the accuracy score for sentiment analysis, comparing the existing and proposed method; in the 

proposed method, Adaptive Deep Recurrent Neural Network (ADRNN) accuracy score is 84%.  
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Figure 4: Analysis of F1-Measure 

Figure 4: shows the analysis of the F1 measures the false rate for tweets Sentiment Analysis. The proposed 

method reduces the false rates by 30% using in Adaptive Deep Recurrent Neural Network (ADRNN) Algorithm. 

 

 
 

Figure 5: Analysis of the Time complexity 

Figure 5 shows the time complexity based on analyzing the tweets predicting time. The proposed algorithm of 

Adaptive Deep Recurrent Neural Network (ADRNN) reduces the time 47sec timetaken for tweets analysis. 

5. Conclusion 

 The importance of social network analysis and applications in various fields. It implements a Python program 

to implement and Twitter as the center, sentimental analysis. Twitter sentiment analysis neutral emotion needs to be 

improved and achieve significantly higher and verify the data classification's validity microblogging some pre-set 

method. The results showed that the URL removal with minimal impact removed stop words removed and the number 

of classifier performance. Also, it extends the negative and increases the classification accuracy of abbreviations that 

can be exchanged.The classification process itself has been successful with an Adaptive Deep Recurrent Neural 

Network(ADRNN) Analysis with an accuracy of 84%, an F1-measure is 30%,and Time complexity is reduced in 47 
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sec. However, it can be further improved, feels like an overview of the work in the future. This differs from the data 

classification experiment. Twitter and other social media data are essential that people complain about posting their 

views on the issues discussed current issues in real time. They use the product to express positive feelings in how 

many companies manufacture products and acquire a general sense of online data sentiment. 
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