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Abstract: A high utility item set mining system using genetic algorithm has been proposed in this article. The proposed system 

mines high utility item sets by parsing the database only once. The high utility item set mining problem has been reformulated as a 

constrained optimization problem. Genetic algorithm has been used to mine the high utility item sets. The entities such as gene, 

chromosome, population and fitness function, required to apply genetic algorithm for mining high utility item sets has been defined. 

In the proposed system, due to the requirements imposed by the high utility item set mining problem, a non binary representation of 

the genetic algorithm has been proposed. The operators of genetic algorithm such as cross over and selection operation have been 

customized to efficiently operate in the mining problem. To reduce the explosion of candidate generation, an upper bound based on 

the sum of the item set utility and remaining utility is used.  

The item set utility is compared with the threshold to select the high utility item sets. The remaining utility is used to select 

prospective candidates for superset generation. The algorithm starts with an initial population comprising of single item set. The 

fitness function computes the sum of the item set utility and the remaining utility and selects the prospective item sets for breeding. 

The children are generated by merging two prospective item sets. The selection and breeding process are repeated until there are no 

more chromosomes in the population for further breeding. The proposed system was able to identify high utility item sets in a single 

scan of the database. The genetic algorithm was able to converge from an initial population of item sets to high utility item sets. 

Extensive testing of the proposed system showed the optimal potential of the system verified to other similar state of the art system. 

Keywords: High Utility Item Set Mining, Transaction Utility Mining, Item Set Mining, Utility Mining, Mining Weighted Frequent 

Patterns, Genetic Algorithm, Gene, Population, Chromosome, Fitness Function, Breeding Process 
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1. Introduction 

High utility item set (HUI) mining involves identifying item sets in a transaction that yield high utility. It is a 

variation of the widely researched frequent item set mining problem. In case of frequent item set mining just the 

frequency of the item set in the transactions is taken as a parameter for indicating the importance of the item set. But in 

HUI mining, every item is related with some kind of utility measure which is then used for indicating the importance 

of the items. 

In most cases the utility measure comprises of two components – external and internal. The external utility measure 

for an item is usually set and independent of the transactions involving the item. The internal utility measure of an item 

on the other hand is dependent on the transaction in which it is involved and hence may vary from transaction to 

transaction. The formal definitions of concepts involved in HUI mining is given in [Yao, et.al, 2004]. In this paper a 

simplified model (Table 1) of super market transaction database (TD) is used as a running example for illustrating the 

mining process. 

Table 1: Super Market Transaction Database 

 

Bill No. Quantity purchased Bill 

Value Item1 

(1) 

Item2 (3) Item3 (5) Item4 (2) Item5 (2) Item6 (1) Item7 (1) 

B1 1 - 1 - 1 - - 8 

B2 6 2 2 - - 5 - 27 

B3 1 1 1 2 6 - 5 30 

B4 3 1 - 4 3 - - 20 

B5 2 1 - 2 - 2 - 11 
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In Table 1, the cost per item is given within parenthesis below the item label i.e. the cost per item of item 3 is 5. Each 

row in the transaction contains the quantity of items purchased and the total value of the transaction in the “Bill Value” 

column. The transactions are uniquely identified by the “Bill No.”. For example, the value of bill “B3” is 30. In the 

terminology of HUI mining, the cost per item is the external utility of an item and the quantity of item purchased 

against each bill is the internal utility. 

The utility of each item in a transaction is the multiplication of the quantity of item involved and cost per item. For 

example, 

Utility of item4 in transaction “B4” = 4 x 2 = 8. 

The utility of an item set in a transaction is obtained by summing up the utilities of the item set in the transaction. For 

example, 

Utility of {item3, item4} in “B3” = 5 + 4 = 9. 

The utility of a transaction is computed by adding up the utilities of all the items involved in the transaction. For 

example, 

Utility of “B5” = 2 + 3 + 4 + 2 = 11. 

The utility of each item in TD is the sum of the utilities of the item in each transaction in TD in which it is present. For 

example, 

Utility of item6 in TD = utility of item6 in B2 + utility of item6 in B5 = 5 + 2 =7. 

The utility of an item set in TD is the sum of the utilities of the item set in each transaction in TD in which it is present. 

For example, 

Utility of {item2, item6} in TD = utility of {item2, item6} in B2 + utility of {item2, item6}  

                                                        in B5  

                                                     = 11 + 5 = 16. 

The utility table corresponding to the TD in Table 1 computed as above is presented in Table 2. The transaction utility 

feature of the table indicates the overall utility of the transaction. The item utility row in the table shows the utility of 

every item in the transaction database. 

Table 2: Utility Table for TD  
 

Bill No. Item1 Item2 Item3 Item4 Item5 Item6 Item7 Transaction 

Utility 

B1 1 - 5 - 2 - - 8 

B2 6 6 10 - - 5 - 27 

B3 1 3 5 4 12 - 5 30 

B4 3 3 - 8 6 - - 20 

B5 2 3 - 4 - 2 - 11 

Item 

Utility 

13 15 20 16 20 7 5  

 

In this article, HUI mining using genetic algorithm (GAHUIM) has been proposed. The sections following the 

introduction are – Section 2 Literature Survey, Section 3 GAHUIM the proposed system, Section 4 Experimentation 

and results and Section 5 Conclusion and Future Scope. 
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2. BACKGROUND 

 In this section a brief of the various developments and modern systems in the research area of high utility 

item set mining [Yao, et.al, 2004]. The earlier researches led to development of systems that followed approaches 

similar to Apriori algorithm [Agrawal and Srikant, 1994] used for frequent item set mining. These systems [Barber and 

Hamilton, 2000, Li, et.al, 2005a] systematically start with scanning the database and pick 1-itemsets based on the 

transaction weighted utility [Liu, et.al, 2005] of the item sets.. Then, the database scanned a second time to estimate 

the actual utility of these item sets and prune item sets not satisfying the minimum utility threshold. 

 

 The above process is repeated until all higher order item sets have been identified. These approaches 

employed two database scan in each iteration to calculate the actual utility of the item sets. This was improved in [Li, 

et.al, 2005b] where the real utility of the item sets were computed in a single scan of the database itself. This was 

followed by other approaches coming up with novel data structure and pruning strategies to build more efficient 

systems. In [Dam, et.al, 2019] a closed HUI mining system has been projected which uses new pruning methods such 

as chain estimated utility co-occurrence pruning, lower branch pruning, and pruning by coverage for better results. 

 

 A novel utility measure  and a new data structure – pset and a new algorithm has been developed in [Nguyen, 

et.al, 2019] for mining HUIs in databases with item sets showing dynamic profits. In [Uday Kiran, et.al, 2019], HUIs 

which are occurring more frequent are mined, using a cutoff utility, threshold support, and suffix utility measures. 

[Duong, et.al, 2018] has proposed certain modifications to utility list data structure to facilitate better memory 

management and join operations. Later, to get better the efficiency of the mining systems FP-Growth [Han, et.al, 2004] 

based methods were employed. 

 

 These approaches [Ahmed, et.al, 2009, Tseng, et.al, 2010, Tseng, et.al, 2013] utilized a prefix tree structure to 

hold pattern and utility information from the database. The prefix tree is then traversed recursively to generate the 

HUIs. To further speed up the mining process, some approaches [Lan, et.al, 2014, Qu, et.al, 2019, Yun, et.al, 2014] 

utilized customized novel data structures such as maximum item quantity tree, indices, utility lists etc. Other 

approaches experiment with algorithms simulating natural optimization processes. 

 

 In [Kannimuthu and Premalatha, 2014] an approach for mining HUIs with negative utility values and no user 

specified threshold using genetic algorithm has been proposed. [Arun Kumar, et.al, 2018] have proposed a mining 

strategy using ant colony algorithm. Irrespective of all these developments, it was still found that there was scope for 

further speeding up the operation by consuming lesser memory space. 

 

 

3. GAHUIM 

  Genetic algorithm (GA) is an optimization algorithm mimicking natural evolution [Eiben, et.al, 2003]. In 

general GA performs a search over a space of solutions and picks the optimal solutions. Figure 1 shows the basic 

processes and flow of GA.  
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Figure 1. GA processes and flow 

 

        The fitness function is decided upon the requirements of the problem for which the solution is sought for. It tries 

to pick good solutions from the initial population and subjects it to modification by applying cross over and/or 

mutation. The new solutions (offsprings) thus obtained is added to the population. Thus, the solutions from the initial 

population are gradually refined to move it towards the optimal solution. 

      The process comes to an end if the population converged to a population representing optimal solution.In order to 

use GA, the HUI mining problem has to be modeled as an optimization problem. The HUI mining technique can be 

considered as a constrained optimization problem where maximization of utility with respect to the items involved in 

the transactions need to be done. The remodeling of HUI mining problem for GA involves the following entities: 

3.1 Gene 

       A single dimensional array containing information about an item set in a transaction in TD. Figure 2 shows the 

gene structure. Due to the nature of the problem domain, a non binary form of representation is used for the model of 

GA. 
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Figure 2. Structure of a the Gene 

In Figure 2, the components making up the gene are as follows: 

 

BN – Bill No. of the transaction under consideration. 

 

IS – The item set under process in BN. 

 

U – Utility of IS in BN. 

 

RU – The utility sum of items following IS in BN. 

 

RIS – The items following IS in BN. 

3.2 Chromosome  

       A set of genes representing an item set in TD. 

 

Figure 3. shows the structure of a chromosome. 

 

3.3 Population 

     A set of chromosomes. Each chromosome in the set represents an item set in TD. 

3.4 Fitness Function 

     In the HUI mining problem, two functions are used for fitness selection – HUISelect and MatSelect. 
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• HUISelect – Copies chromosomes representing HUIs to output. The chromosomes whose utility value is 

upper than a user specified threshold are taken as HUIs. The utility of a chromosome is The genes utilities 

sum which making up the chromosome. 

• MatSelect – Chooses chromosomes with higher probability of generating HUIs to mating pool. The mating 

pool comprises of two sections primary and secondary. All the chromosomes in the initial population are 

transferred to the secondary section. If the summation of remaining utility and utility of a chromosome is 

greater than the user defined threshold, then it is transferred to the primary section of the mating pool. 

3.5 Breeding Process 

 Two chromosomes are merged to form an offspring. A chromosome from the primary section can only be 

merged with another chromosome in the secondary section whose item set is part of the RIS of the primary 

chromosome. The utility of the offspring is the summation of the utility of its parent and RU of the offspring is the 

lowest of the RU of its parent. The RIS of the gene of the offspring is the RIS of the matching gene (same BN) of the 

secondary chromosome. After generating all the offspring of the primary chromosome, it is discarded. 

3.6 Convergence 

 Provides the termination condition. In the HUI mining problem, the process is iterated n times, where n is the 

no. of items in TD i.e. if no. of items in TD is 5 then the process is iterated 5 times. 

The GA process starts with the formation of the initial population. The initial population is built by scanning the TD 

and forming 1-item set i.e. item set comprising of a single item. To facilitate the computational processes a 

lexicographic ordering is imposed on the items scanned from TD i.e. item1≺item2≺item3≺…≺itemn, where n is the 

no. of items in TD. For example, Figure 4 shows the initial population of TD. 

The fitness of the initial population is then checked using the HUISelect and MatSelect functions. For example, let the 

user defined threshold UTIL be 20. The HUISelect function copies the high utility chromosomes from the initial 

population to HUI set. As it can be seen, only two chromosomes – {item3} and {item5} – have a utility of 20 and are 

copied to HUI set.  

 The MatSelect function then chooses the chromosomes for the primary section of the mating pool by 

comparing U+RU values of it with the UTIL.Since the U+RU values of chromosomes {item6} and {item7} are less 

than UTIL they are discarded and the others are moved to the primary section. All the chromosomes in the initial 

population are moved to the secondary section of the mating pool. This is illustrated in the Figure 5. 

In the breeding phase, the chromosomes from the primary section in the mating pool are picked up one by one and the 

offspring are generated. The mating pairs are picked from the secondary chromosome. The mating secondary chromo 

somes are identified by the items in the RIS of the primary chromosome. 
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Figure 4. Initial Population 

For example, as seen in Figure 5, the mating chromosomes of chromosome {item2} are chromosomes {item3, item4, 

item5, item6, item7}. Likewise, the mating chromosome of chromosome {item5} is chromosome {item7} as it is the 

only chromosome listed in the RIS of chromosome (item5}. 

 

Figure 5. Mating Pool 
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 The primary section of the mating pool varies with the generation of offspring where as the secondary section remains 

fixed. The mating and offspring generation process for chromosome {item2} and {item3} is represented in Figure 6. 

 

 
Figure 6. Offspring generation process 

 

The above process is repeated 7 times as the number of items in TD is 7. After completion, the HUI set will contain 

the high utility item sets in TD. 

 

 

 

4. EXPERIMENTATION RESULTS 

       The proposed system was experimented on a pc running on intel i3 processor with 3GB RAM. The 

experimentation was conducted using 6 real world bench mark datasets – Accident, Chess, Mushroom , Retail 

available in FIMI Repository (FIMI) [http://fimi.ua.ac.be/, 2012] ,Chain [Pisharath, et.al, 2012] and Foodmart [Qu, 

et.al, 2019], and. The datasets and their characteristics are shown in Table 3. 

Table 3: Bench Mark Datasets 
 

Dataset #Transactions #Items Avg. Transaction Length 

Accidents 340183 468 33.8 

Chain 1112949 46086 7.3 

Chess 3196 75 36 

Foodmart 55624 1559 4.5 

Mushroom 8124 120 23 

Retail 88162 16470 10.3 

Since, the system was capable of identifying all HUIs, the main concern was the time taken and the system’s memory 

requirements. Thus, the experimentations were done to identify the systems speed of operation and memory 

requirement for each of the datasets for varying utility thresholds. Figures 7 – 12 highlight the performance of the 

proposed system vis-à-vis best of the HUIs [Ahmed, et.al, 2009, Qu, et.al,2019, Tseng, et.al, 2010, Tseng, et.al, 2013]. 
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Figure 7a Accident Runtime Performance 

 

 
 

Figure 7b Accident Memory Usage 

 

 
 

Figure 8a Chain Runtime Performance 

 
 

Figure 8b Chain Memory Usage 

 
 

Figure 9a Chess Runtime Performance 

 
 

Figure 9b Chess Memory Usage 
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Figure10a Foodmart Runtime Performance 

 
 

 

Figure 10b Foodmart Memory Usage 

 
 

Figure 11a Mushroom Runtime Performance 

 
 

 

Figure 11b Mushroom Memory Usage 

  

 

Figure 12a Retail Runtime Performance 

 
 

Figure 12b Retail Memory Usage 
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As can be seen, the proposed exhibited superior performance in terms of operational speed as well as memory 

requirements compared with other current HUI mining systems. 

5. CONCLUSION AND FUTURE SCOPE 

    In this article, a HUI mining system using GA has been proposed. The HUI mining problem has been remodeled as 

a constrained optimization problem and GA has been customized to handle HUI mining problem. A non binary 

representation of GA has been used to mine the item sets. From an initial population of single item sets, prospective 

parents are identified based on the summation of the remaining utility and item set utility of the item set.  

The children are reproduced using cross over function which combines two prospective parents to generate the new 

offspring. The selection and reproduction processes are iterated till no more parents are left for breeding. The system 

was tested with real bench mark datasets and was found to outperform the other current HUI mining systems. In future 

research, other representational forms such as binary and heuristics can be experimented with in the modeling of GA. 
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