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Abstract: Identifying Bugs/Defects in the early stages of software life cycle reduces the effort required in software development. A 

lot of research has been progressed in predicting software defects using machine learning approaches. In software defect prediction, 

there are mainly two problems, dimensionality reduction and class Iimbalance. In this paper, we are addressing dimensionality 

reduction using Kernal Principle Component Analysis and Class Imbalance problem using Cost sensitive Class Imbalance Problem. 

Kernal Principle Component Analysis transforms non linear high dimensional data into low dimensional space.Cost Sensitive 

Adaptive Neuro Fuzzy Inference System assigns weights to samples based on class imbalance ratio to alleviate biasing in 

classification towards majority class. The performance of proposed methodology is measured using Area under ROC Curve (AuC) 

values. We performed experimentation on Software Defect datasets downloaded from NASA Dataset repository and observed Auc 

values are increased with our proposed methodology by 5-6%. 

Keywords: Software Defect Prediction, Dimensionality reduction, Class imbalance, Kernal Principle Component Analysis, Cost 

Sensitive Adaptive Neuro Fuzzy Inference System. 

  

1. Introduction 

1.1 Defect Prediction 

 Defect Prediction is the process of identification of Software bugs/defects in the early stages of software 

development. Defect prediction reduces the cost of software development. By early identification of software defects, 

Software effort will be reduced. As the software effort reduced, development cost will be reduced. They are two types 

in defect prediction. 

 i) Within project defect prediction: In this approach, Defect prediction models are developed for a project and 

defects in the project are identified using the same models. To develop defect prediction model, the characteristics of 

the project like Lines of code, Cyclometric complexity measures and Halstead metrics are considered. 

 ii) Cross project defect prediction: In this approach, Defect prediction models are developed using 

characteristics of other projects which are used to identify defect proneness in current/developing project. Machine 

learning models like decision trees, Bayes classifiers, Support vector machines and artificial neural networks can be 

used for developing software defect prediction models. 

 

1.2Machine learning approaches for defect prediction: 

 

1.2.1 Data Preprocessing: 

 Data preprocessing techniques in machine learning transforms or reduces the dataset. In software defect 

prediction, dimensionality reduction will be done by using Principle Component Analysis(PCA). PCA reduces the 

dataset by projecting high dimensionality data into low dimensional space. PCA suffers from data loss due to non 

linear characteristics of data. The non linear data can be transformed to low dimensions without data loss using Kernal 

based Principle Component Analysis(KPCA). 

1.2.2 Imbalance Data: 

 Software defect Prediction dataset is imbalance in nature. Most of the samples are non defective and very less 

samples are defective. The classifier will be biased due to imbalance nature of data. Data imbalance can be eliminated 

by using Under sampling or Oversampling. Most of the authors performed research on data imbalance. Synthetic 

Minority Oversampling is one of the best method to eliminate data imbalance. 

1.2.3Supervised Learning: 
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 In supervised learning, the existing dataset is divided into training set and testing set. Training set is used for 

developing defect prediction models, Testing set is used for evaluating performance of  developed model. If the 

performance metrics are satisfactory, then the models are used for prediction of defects in unseen/new 

projects(developing projects). Supervised learning techniques named J48, Random forests and Naïve Bayes classifiers 

are used as leaning classifiers for defect prediction and these classifiers are evaluated using Precision, Auc and Mean 

absolute error etc.( A. Chug , 2013). Figure 1 shows methodology for Supervised learning  

 

Figure 1. Supervised learning 

 

1.2.4 Unsupervised learning: 

 In Unsupervised learning, the dataset is segmented into two clusters defective and non defective. Un 

supervised leaning techniques like K-means, Hierarchical clustering and Density based clustering are applied on defect 

dataset and these clustering techniques are evaluated based on Sum of Square Error(SSE). The algorithm with least 

SSE value is considered as best clustering algorithm. Figure 2 shows methodology for Unsupervised learning. 

 

 

Figure 2. Unsupervised learning 

 

2. Literature Review 

 (Ye Xia et. al 2013)surveyed the usage of dimensionality reduction techniques for data preprocessing in 

estimation of software defects. They applied three base classifiers Decision trees , Naïve bayes and support vector 

machines on NASA software defect dataset repository and concluded that with the proposed approach less than 10 

metrics gets better performance in Software defect identification. Ruchika Malhotra et. al studied various  feature 

extraction techniques such as Linear discriminant analysis,  Principle Component analysis, Kernal based principle 

component analysis and auto encoders  in Software defect prediction. They applied Support Vector Machine as base 

classifier and concluded that Auto encoders  achieves better performance in dimensionality reduction compared with 

other approaches (R. Malhotra 2020). (Y.Gao et. al  2017) proposed Geometric mean for subspace learning  and 

conditional random field for prediction of software defects. Geometric mean for sub space learning chooses best set of 

features from original dataset. (H.Wei et. al 2018) proposed Neighborhood preserving embedded support vector 

machine for software defect identification and concluded that the proposed methodology improves F-score by 3%- 4%. 

Neighborhood Preserving Embedded algorithm preserves the local structure of data distribution. (S.Ghosh et. al 2018) 

proposed Non linear manifold detection approach for optimization of feature selection in software defect prediction. 
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They applied Decision Trees and Random forest as base classifiers and evaluated the results statistically by Friedman 

test followed by Wilcoxon Sign Rank test and proves the proposed methodology improves the accuracy in software 

defect prediction. 

  (H. Lu et. Al 2014) proposed feature compression technique especially multi dimensionality scaling and 

Random forest as base classifier. They concluded that the  performance of classifier improved with active learning . 

Active learning dynamically adapts new knowledge and improves predictive performance. (Haijin Ji et 2017) proposed 

maximal information coefficient and automatic clustering for attribute selection in software defect dataset. This 

approach initially computes  maximal information coefficient matrix between all attributes and spectral clusters will be 

formed based on maximal information coefficients. Optimal number of clusters are selected by Calinski-Harabasz 

criterion and best set of attributes are selected. (Y. Zhou, 2019) proposed Kernal based Principle Component analysis 

as a dimensionality reduction technique and used support vector machines as base classifier for predicting software 

defects and concluded that the proposed methodology gets better precision value. Non characteristics of software 

defect dataset can be modeled effectively using non linear kernel in support vector machines. 

 (K. E. Bennin et. al 2018) proposed an efficient and novel synthetic oversampling technique, called 

MAHAKIL to overcome from class Imbalance problem in software defect prediction. This method constructs new 

instances by inheriting traits from parent classes and achieves diversity in data distribution. They proved that their 

proposed method improves PF values compared to other class imbalance techniques. (X. Jing et. al 2017) proposed 

subclass discriminant analysis for feature selection in Within Project class imbalance problem and Semi supervised 

transfer Component analysis with improved subclass discriminant analysis for feature selection in Cross Project class 

imbalance problem. They concluded that their proposed approach gets better accuracy compared to traditional 

methods. (L. Gong et. al 2020) proposed stratification embedded in nearest neighbor for balancing data distribution to 

alleviate class imbalance problem in software defect prediction. For Within project class imbalance problem, they 

directly transferred stratification embedded in nearest neighbor. For cross project class imbalance problem, they 

transferred component analysis. They applied ensemble learning with weighted votes and proved that AuC, Recall, 

Probability of false positives and F measure values are improved with proposed methodology. Software defects at 

software change level can be predicted by suing Just in Time Software Defect prediction(JIT-SDP).  

 JIT-SDP suffers from class imbalance problem.G.G. (Cabral et. al 2019) proposed a novel class imbalance 

technique that overemphasizes one class over other class. Ankush Joon et. al combined noise removal, Class 

imbalance distribution and feature selection techniques to optimize feature selection and proved that the proposed 

methodology improves accuracy, precision, recall, F-measure and Auc values. L. Gong et. al investigated impact of 

class overlap in software defect prediction and also proposed Improved K-means Clustering Cleaning approach for 

class overlapping and class imbalance problems in Software defect prediction and concluded that the proposed 

approach improves Recall and AuC values in Within Project Defect Prediction and Cross Project Defect Prediction. S. 

Huda et. al proposed ensemble oversampling technique to alleviate class imbalance problem in Software defect 

prediction. Ensemble oversampling technique greatly reduces false negative rate and predicts the faulty modules with 

high accuracy. Hence this techniques reduces expensive cost of software development by more accurately predicting 

faulty modules in advance. T. Chakraborty et. al proposed an hybrid approach, Hellinger net, a deep feed forward 

neural network with built in hierarchy that maps a tree to network model to utilize strength of skewness in insensitive 

proximity measure. They conducted the experiments on NASA dataset repository. 

 Q. Zha et. al proposed adaptive centre-weighted oversampling to address class imbalance problem in 

Software defect prediction. In this method, synthetic minority samples are generated by neighours in each minority 

class sample with in neighborhood range later oversampling will be performed by using weights assigned to minority 

class samples. L. Gong et. al proposed noise filtering in cluster based oversampling to address class imbalance and 

noise removal problems in software defect prediction and concluded that Recall values are improved with their 

proposed approach compared to SMOTE and Borderline SMOTE, K means SMOTE and ADASYN. R. B. Bahaweres 

et. al combined Neural network and SMOTE with the hyper parameters are optimized using random search to alleviate 

class imbalance problem in Software defect predictionand proved that the recall value increases by 45.99% with their 

proposed approach. Y. Liu et. al proposed Extended nearest neighbor algorithm for data cleaning, SMOTE algorithm 

for class imbalance and Simulated Annealing  algorithm to optimize four layer back propagation neural network for 

classification. S. S  Maddipati et. al proposed Cost sensitive Adaptive Neuro fuzzzy inference system for overcoming 

class imbalance problem in software defect prediction. Data distribution among different software projects will be 

varied greately. Cong Jin et. al proposed kernel twin support vector machines based on domain adaptation for cross 
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project defect prediction. The parameters are optimized using Particle Swarm Optimization technique and concluded 

that their proposed methodology gets same or better results when the training data is in sufficient. Amirabbas Majd et. 

al proposed a novel approach,SLDeep, for software defect prediction using statement level metrics. They defined 32 

statement level metrics such as operands and operators used in the statement and applied Long Short term memory as a 

learning model. They showd the Proposed meethodology recall, precision and accuracy values as 0.98,0.57 and 0.7 

respectively. S.S Maddipati et. al proposed ensemble learning approach for cost effective learning of software defect 

prediction. K. Zhu et. al proposed Improved Transfer technique in Naïve Bayes algorithm for Within Project defect 

prediction and Cross Project defect prediction. In this technique, samples are weighted with dimensionality weight and 

data gravity. 

 In previous surveys ,some of the researchers addressed dimensionality reduction and other researchers 

addressed class imbalance problem in Software defects. To improve accuracy in prediction of software defects both the 

problems i.e, Dimensionality reduction and class imbalance problem  must be addressed 

3. Methodology 

 

In our research work, We are addressing both dimensionality reduction and data imbalance problem in Software 

Defect Prediction. We are applying KPCA for dimensionality reduction and Cost Sensitive Adaptive Neuro Fuzzy 

Inference System for imbalance classification.  These Cost metric values are derived from imbalance ratio.  

 

Figure 3. Proposed Methodology 

3.1 Algorithm: 

//K fold Cross validation 

1  .Dataset<-read.csv(“pc1.csv”) 

2.  Trainset<-sample(Dataset,0.9) 

3.  Testset<-sample(Dataset,0.1) 

//Determining Imbalance Ratio 

4.  IBR<-nrow(Dataset$defect=FALSE)/nrow(Dataset$defect=TRUE) 

// Dimensionality Reduction using PCA 

5. data_transform<-kpca(Trainset,kernel=”rdfdot”) 

//Construct classifier 

6 .Model<-ANFIS(data_transform,max.iter=10,stepsize=0.01,type.tnorm=”MIN”,type.snorm=”MAX”,weight=IBR) 

//Evaluating Classifier 

7. target<-predict(Model,Testset) 

8. roc_obj<-roc(Testset$defect,target) 

9. auc_val<-auc(roc_obj) 

4. Result  
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       The In this research work, we applied Kernal based Principle Component Analysis on PC1 dataset and projected 

new features in low dimensional data space. Figure 4 shows Principle Components for software defect prediction. 

 

Figure 4.  Kernal Principle Component Analysis 

       Cost Sensitive Adaptive NEuro Fuzzy Inference System was modeled using low dimensional data. The output 

from ACSANFIS model was Sugeno Fuzzy Inference System. This Sugeno Fuzzy Inference System was evaluated 

using test data. Confusion matric was constructed. ROC curves were generated from confusion matrix. Area under 

ROC curves was determined. Fig 5 shows ROC curves generated on SDP dataset 

  

Figure 5.  ROC curves generated by CSANFIS 

   

5. Conclusion 
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     In software development life cycle, early detection of software defects plays a major role. Various classification 

techniques were proposed for software defect prediction. In this research work, we applied Kernal Principle 

Component Analysis as dimensionality reduction, CSANFIS as base classifier. This model improves AuC values in 

prediction of Software defects 
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