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Abstract: During this lockdown period, an online educational engagement system plays a vital role to enrich the knowledge of 
learners in various fields without interrupting their learning process. Online educational engagement systems include all the 
activities of a learner like listening, reading, writing, and so on. While participating in these activities, a participant may show 

various levels of engagements like fully engaged, partially engaged and completely not engaged. The participation of online 
learners has to be identified for an effective learning process. The existing literature could be classified depending upon the 
learners’ participation as automatic, semi-automatic and manual. Further it could be sub categorised based on the data types 

used to identify the engagement system. In this paper, a review on computer based automatic online educational engagement 
detection systems is presented. Several educational engagement methods are applied for computer based online engagement 
detection systems. In these systems examining a participant’s presence and attention with the modalities of facial expression, 
eye movement and speech are found to be a challenging task. In this work, it is also identified that there are few challenges like 
preparation and usage of proper datasets, identifying suitable performance metrics for different tasks involved and providing 
recommendations for future enhancement of online educational engagement detection by combining the modalities of facial 

expression, eye movement and speech are still unattended. Though there are several research gaps involved, an online 
educational engagement system will help the learners to engage themselves in a productive way of learning and getting 
evaluated efficiently and effectively during the lockdown period of pandemic disease COVID-19 without interrupting their 
learning process and gaining knowledge. 

Keywords: automatic engagement, effective learning process, multimodal, eye movement, facial expression, online 
educational engagement detection, speech recognition. 

 

1. Introduction  

In an online educational engagement system the learner will attain knowledge by learning and their activities 

such as writing, reading, listening, partially listening and completely not listening, have to be monitored by the 

mentor. The monitoring of the learners activities could be done by various methods like fully automatic, partially 

automatic, and manual engagement detection systems. By using the online educational engagement system the 

performance of the learner can be measured to improve the teaching-learning process (Shoumy et al., 2020). 

  The engagement system of learners could be categorized in different forms. They are the affective 

engagement  (Shoumy et al., 2020, Aluja-Banet et al., 2019  , Kaur et al., 2018),  the behavioural engagement 

(Aluja-Banet et al., 2019, Kaur et al., 2018, Littlewort et al., 2006, Matthews et al., 2002), the cognitive 

engagement (Aluja-Banet et al., 2019, Kaur et al., 2018, Matthews et al., 2002, Mach., 2005), the academic 

engagement (Booth et al., 2017), the emotional engagement (Mach., 2005), the psychological engagement and 

the agentic engagement (Bosch, 2016).  

    The affective engagement is having real interest and enjoys the learning (Kaur et al., 2018). The behavioural 

engagement is getting participant ideas like classroom interaction, activities, and assignments (Matthews et al., 

2002). The cognitive engagement is how the learner is focussed on participation, implementation of creative ideas 

or skills for completing assignments (Mach., 2005). Academic engagement refers to the participants’ on-task 

behaviour (Al-Hendawi, 2012). The emotional engagement refers to student-teacher reactions in the classroom, 

academics. It includes the learners' interest, boredom, happiness, sadness, and anxiety (Mach., 2005). Above all 

psychological engagement also plays a role in having relationships with teachers and learners (Johns et al., 2006). 

The agentic engagement is the constructive contribution of the learners with the full flow of instructions what 

they receive. 

   These different forms of learners’ engagement are useful to find the interventions and helpful to modify the 

online engagement system. Analyzing the learners engagement level on different categories helps in measuring 

the performance of the learners' by using this engagement system (Bosch, 2014). The engagement theorists 

identify two types of data: a) internal to the individual, which includes affective and cognitive, and b) external 

observable factors, which includes gestures, postures, voice, movements (Kaur et al., 2018, Bosch et al., 2015, 

Bosch et al., 2016, Moeed & Anderson, 2018)  factor analysis by descriptive latent variable (Cocea & Weibelzahl, 

2011, Koydemir & Ozcan, 2018). The engagement level could be measured by (1) learners’ valuable feedback, 

(2) self-reports, (3) engagement ratings, and  (4) Automated measurements (Booth et al., 2017). 
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Since 1980, engaging learners in proper educational activities through online platforms is one of the major 

issues (Booth et al., 2017). Many researchers acknowledged that the online learning engagement system and its 

influence,  increased its output by learning more, with less cost and without wasting much time in travelling. 

Designing and developing personalized pedagogical tools for an  online engagement system could help in 

improving its success rate (Buscher et al., 2008). This kind of learning engagement system will change traditional 

learning environments and help in building a more effective and efficient educational system in a country like 

India (Aslan et al., 2014).  

I am planning to write a review paper, which will help in improving and personalizing the online education 

system. Combining multimodal online educational engagement systems like facial expressions, eye movement 

and speech recognition will be helping more to improve the education system. 

     The remainder of the paper is organised as follows: Section 2 is about existing various educational 

engagement detection methods under the classification of fully automatic, partially automatic and manual. Section 

3 is about  online learning environments that could be examined by capturing and analyzing the video of the 

learners’ facial expressions, audio and eye movements. So the online learning environment is promising, cost-

effective, and nonintrusive in nature. Section 4 is about  exploring existing datasets, performance measurement 

and evaluation metrics and techniques for an online educational engagement system. Section 5 provides 

conclusions and future recommendations. 

2. The Review of Literature of Educational Engagement Detection System 

    In online educational engagement detection systems various engagement detection methods are used to 

study the learners activities. In this paper a detailed review on online educational engagement detection systems 

is performed to identify the research gaps involved in improving and personalizing the system. According to 

researchers, the engagement detection methods are classified as i)  Automatic method, ii) Semi-automatic method 

and iii) manual method (Booth et al., 2017).  

   In the automatic educational engagement detection method, the activities of the learners are recorded and 

the performance metrics are evaluated. This automatic method could be recorded and evaluated using the 

computer vision-based method, sensor data analysis and log-file analysis (Chaouachi & Frasson, 2010). In the 

semi-automatic method, engagement tracing is done for detecting learners' educational engagement. In the 

manual method the mentor has to maintain the observational checklist and self reporting to measure the learners 

knowledge.  

    In this digital era, the learners are very much attracted to learn, submit assignments, assessments and 

evaluate through online mode of education. The learners could view many learning materials in the form of video, 

text, audio and various forms to enrich their knowledge compared to traditional educational systems such as black 

board and chalk method. The mentors could also deliver their knowledge in various forms pedagogical method 

in online learning.  

    While delivering materials in various methods, the mentor has to find out the different activities such as 

learning, reading, writing, and also engaging other than learning activities of the learners. This will improve the 

online educational system and to increase learner involvement rate. 

COMPUTER VISION BASED METHODS 

    In the automatic computer vision-based method for online educational engagement, performance metrics 

of various levels for learners’ engagement are measured. By this, the mentor could observe and understand the 

learners in a conventional method of teaching environment. The automation method creates a virtual classroom 

setting which will reduce the cost, and the affective engagement system  reduces frustration and dropout rates. 

Generic Educational Engagement Detection Methods Using Computer Vision 

    Automatic computer vision based methods for learners' perceived educational engagement detection has 

five different modules (see Figure 1) (Anderson et al, 2004). 

    The learners’ engagement will be captured by the camera. The video will be given as the input to detect 

and track the modules. The Region Of Interests (ROI) features will be extracted and passed through the 

classification module. From tracking trajectories and classification scores, decision will 
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Figure 1.  A generic engagement detection method using computer vision 

be taken and detected the learners’ level of engagement. We further review by combining the three modalities 

of facial expression, speech and eye movement for effective educational engagement detection. 

Facial Expressions 

In educational engagement facial detection, any inferential process such as happiness, sadness, confusion, 

anger, frustration, boredom have to be measured, which is a descriptive analysis of the learner. Facial expression 

of the learner is one of the modalities used to understand his/her educational engagement (Bosch, 2016, Sundar 

& Kumar, 2015, Dewan et al, 2018, Chen et al, 2013). Through camera facial images are captured in a continuous 

manner and without intrusion for understanding learners’ activities. From the captured facial expressions the 

attitude of the learner could be understood. 

Depending upon the information captured by the video camera, face expressions identifying  methods are 

categorized into two: a) the Part-Based methods or Geometric-Based methods and b) the Appearance-Based 

methods (Bosch et al., 2016). 

a)Part-Based Methods or Geometric-Based Methods 

Dewan proposed the Part-Based methods or Geometric-Based methods in educational engagement detection 

technique is used to analyze the various parts of a face like eyes, eyebrows, nose, cheek, chin, mouth and so on 

(Bosch et al., 2016, Anderson et al, 2004).  

Ekman and Friesen led the way for facial detection in developing the Facial Action Coding System (FACS) 

(Chen et al, 2013, Khalfallah & Slama, 2015). To design the theoretical measures of facial emotions, facial muscle 

movements known as Action Units (AUs) are used in FACS. For analysing facial expressions, neuroscientists 

and psychologists use FACS. Every AUs could be used as a single or any combination to map with facial 

expressions (Khalfallah & Slama, 2015).  

The learners’ inferential processes are captured, analysed and the result is correlated positive or negative 

actions (Moeed & Anderson, 2018). The learners’ video was collected and the AUs were used to detect facial 

landmarks, eye gaze, emotion probabilities, average optical flow magnitude and direction, and head pose and size 

(Littlewort et al., 2006, Booth et al., 2017, Johns et al., 2006, Bosch et al., 2016, Anderson et al, 2004, Christenson 

et al, 2012, Chu et al., 2017,  Cocea & Weibelzahal, 2009, D’Mello  et al., 2014, D'Mello & Craig, 2009, D'Mello 

& Graesser, 2010, Ekman & Frisen, 1978). After classifying the positive and negative sides of the learners, ROI 

is tracked and decision was taken automatically. The classifiers were combined to find out the facial detection. 

C4.5 trees, and Bayesian classifiers were used for classification. The decisions were used to reduce or increase 

the speed of instruction, to fix the engagement category: engaged, not engaged, normally engaged and very 

engaged (Bosch, 2016, Bosch et al., 2016).   

The intensity and frequency values could be combined and used to predict tutoring outcomes. The engagement 

level could be classified as confusion, frustration, boredom, neutral, and engaged. Again these engagement levels 

could be higher or lower depending upon the content of the lecture, learners’ interest, and higher engagement and 

includes various conditions. In all the engagement levels, AUs might be combined to get facial expression but 

textures could not be extracted in part-based methods. 2D and 3D images received by Kinect cameras were 

combined with AUs for facial engagement detection. 

b)Appearance-Based Methods 

    By noticing the learners’ appearance from the video, the level of learner involvement is detected.  In 

appearance-based methods, patterns were generated from the feature extraction for engagement classification. 

Some of the feature extraction techniques discussed by Moeed & Anderson, 2018 are, 
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● Local Binary Patterns (LBP) 

● Local Directional Patterns(LDP) 

● Histogram of Oriented Gradients (HOG) 

● LBP in Three Orthogonal Planes (LBP-TOP). 

 For engagement detection system Deep Learning approaches Cocea & Weibelzahl, 2011 like  

● LBP in Three Orthogonal Planes (LBP-TOP),  

● Deep Multi-Instance Learning (DMIL). 

were used. In this method texture extraction likes to be more sensitive in brightness, shadows. Also this 

method recognizes facial expressions by analysing the changes of the face surface in both static and dynamic. 

These appearance-based methods use different types of features, such as Gabor wavelet coefficients, optical flow, 

and active appearance models (Bosch et al., 2016). 

    The extracted features used to classify the learners’ status- listening, boredom, frustration, head movement, 

hand movement, basic emotions (Jin Fei & Pavlidis, 2010), gestures, postures, and so on. The feedback generated 

from the classified learners’ status (Frank & Fruchter,  2014). Learners' faces could be detected by fuzzy-based 

engagement detection methods which are used to evaluate the facial features, distance between facial features 

and edges, mouse operations and keyboard operations. Tuning the head, moving from the learning position, 

talking with someone was identified as less interesting in learning attitude (Fredricks et al, 2004). 

    In group engagement detection system, SVM classifier is used to classify six engagement levels of 

disengagement, the relaxed engagement, involved engagement, action, intention to act, and involved action 

(Krithika et al., 2016). 

    Remote laboratory was proposed for web-based intelligent tutorials where learners could import their 

knowledge from anywhere computing experiments in real laboratories using the internet. Using 70 small 

classifiers, the involvement of learners identified (Goldberg  et al., 2011) frustration and serenity. 

Eye Movement 

    Sinem Aslan used  the eye tracker to track the learners' gaze and region of interests which is used to 

understand the engagement level in online educational activity. The eye tracker used for learners detects gaze and 

it is combined with statistical facial features and depth information. Nine pilot sessions among the learners were 

done feature selection and classification for engaged and not engaged learners by using five machine learning 

algorithms with increased accuracy up to 85-90% on the collected dataset (Chu et al., 2017). 

    The various concentration levels of the student are measured by the head movement and eye movement 

using the algorithms Viola Jones and Local Binary Pattern (Grafsgaard et al., 2013a). The reading of online 

tutorials by linear and segmented secure coding modules was used for eye tracking investigation. Linear modules 

were the large amount of content on a single screen and the segmented module was the same with broken contents. 

The investigation was done on the learners’ content skipping and reading.        

    Performance metrics were done based on the reading scores and reading depths of eye tracking. Higher 

scores were received for segmented modules rather than linear modules (Grafsgaard et al., 2013a). To get the 

relevant feedback the read-to-skimmed ratio is measured (Mach., 2005). The main challenges faced in these 

methods are proper eye-calibration and restricting learners’ movement to be within an eye-tracker range. This is 

not practically possible for the real life educational environment. 

Speech Recognition 

    The speech of the learner could be combined with facial expression to judge the learners’ engagement 

detection (Cocea & Weibelzahl, 2011, Grafsgaard et al., 2013b). The audio of the learner could be integrated with 

the measured facial expression and eye movement. By combining all these three modalities, Multimodal 

Sentiment Analysis has been done and the effectiveness of online engagement detection could be more accurate. 

This enhances the quality of the mentor and learners. Audio mining (Happy et al., 2017) could be done to find 

the interested area of the learners in educational engagement using frequently used keywords. 

Datasets 

    A survey of available datasets, evaluation metrics and techniques for educational engagement detection 

systems are discussed in this section. These are the available datasets used for educational engagement activities 

in different levels of learners. All datasets have their own characteristics for learners’ activities. Labeling the 

DAiSEE (Dewan et al, 2018) dataset could be done by crowd sourcing and HBCU by human experts. “In-the-

wild” (Kaur et al., 2018) dataset is used to find facial expressions. SDMATH (Sathayanarayana et al., 2014) is 

the richly labelled dataset used for deictic gestures, which includes speech gestures, eye gaze and facial 

expressions. 

Table 1.  Datasets for educational engagement detection 
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Data set used 

Number 

of 

videos 

Number 

of 

learners 

Activities Input Inference 

DAiSEE  (Dewan 

et al, 2018) 

 

9068 

112       

(80 male 

and 32 

female) 

engaged, frustration, 

boredom, confusion 

2 Level-engaged, not 

engaged      3Level-Not 

engaged, normally 

engaged, very engaged 

Facial 

Expressions 

First multi-label 

video 

classification 

dataset 

HBCU (Whitehill 

et al., 2014) 
122 

34           

(9 male 

and 25 

female) 

not engaged, nominally 

engaged, engaged, very 

engaged 

Facial 

Expressions 

Considering the 

facial 

expressions 

learners 

engagement is 

detected 

in-the wild (Kaur 

et al., 2018) 
195 

78           

(2 female 

and 53 

male) 

disengaged, barely 

engaged, normally 

engaged, highly 

engaged 

Facial 

Expressions 

Studying 

problem for 

unconstrained 

face recognition. 

SDMATH 

(Sathayanarayana 

et al., 2014) 

20 

20          

(10 male 

and 10 

female) 

deictic gestures 

speech 

gestures, eye 

gaze, facial 

expressions 

Study the 

engagement of 

learners 

considering 

speech gestures, 

eye gaze and 

facial 

expressions 

Evaluation Metrics and Techniques 

    In this review widely used evaluation metrics and techniques such as human and automatic learners’ 

perception (Whitehill et al., 2014), CERT results (Littlewort et al, 2011), Linear regression models (Grafsgaard 

et al., 2013a), Multi-instance learning based methods by (Kaur et al., 2018), Emote-aloud methodology for 

emotion learners by (D’Mello & Craig 2009), facial expressions using FACET method (Dewan et al, 2018) and 

Kinect face tracker, LBP-TOP, and Heart Rate - HR for eye, face and cardiac activity (Monkaresi et al., 2017) 

are tabulated in table 2.  

Table 2. Performance metrics for educational engagement system 

Investigation Method / Model Metrics First author 

and year 

Human and automatic perception Learners’ pre and post-test evaluated (Whitehill et 

al., 2014) 

CERT results with manual 

annotations 

Understanding every moment of learners (Littlewort et 

al., 2011) 

Linear regression models Frustration and learning activities from facial 

expression 

(Grafsgaard et 

al., 2013a) 

Multi-instance learning-based 

method 

Facial expression, body movements and gaze 

movements 

(Kaur et al., 

2018) 
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Emote-aloud methodology Emotion of learners (D'Mello & 

Craig, 2009) 

FACET Facial expression (Dewan et al, 

2018) 

Kinect face tracker, LBP-TOP, 

and Heart Rate - HR 

Eye, face and cardiac activity (Monkaresi et 

al., 2017) 

3. Conclusion 

    In this work, a review on an online engagement detection system using computer vision based methods for 

multimodality was done. From the review, it was observed that, combining facial expression, eye movement and 

audio were able to provide improved accuracy when the input data had less noise. It was also observed that of all 

the models used so far, combining the models for facial expression, eye movement, speech and heart rate were 

found to provide improved accuracy in educational engagement detection systems. 
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