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Abstract:Human and Computer interaction has been a part of our day-to-day life. Speech is one of the essential and comfortable 

ways of interacting through devices as well as a human being. The device, particularly smartphones have multiple sensors in 

camera and microphone, etc. speech recognition is the process of converting the acoustic signal to a smartphone as a set of 

words. The efficient performance of the speech recognition system highly enhances the interaction between humans and 

machines by making the latter more receptive to user needs. The recognized words can be applied for many applications such 

as Commands & Control, Data entry, and Document preparation. This research paper highlights speech recognition through 

ANN (Artificial Neural Network). Also, a hybrid model is proposed for audio-visual speech recognition of the Tamil and Malay 

language through SOM (Self-organizing map0 and MLP (Multilayer Perceptron).  The Effectiveness of the different models 

of NN (Neural Network) utilized in speech recognition will be examined.  

Keywords: ANN, NN, Speech Recognition, interaction, hybrid method. 

 

1. Introduction  

Speech recognition (SR) is considered as the process used for converting the acoustic signal which was captured 

using a telephone or microphone to a set of words. The words recognized using this process can be further used fr 

data entry, Document preparation, and as commands. The speech recognization can be categorized based on the 

parameters they are  

a. Speech representation 

b. Modeling classification 

c. Lexical models  

d. Language models  

e. Training data  

f. Acoustic models  

The speech recognition process is grouped as  

a. A single word recognition system  

b. Continuous speech recognition  

Spontaneous speech is sometimes very difficult to recognize. One of the common problems faced in speech 

recognition is that understanding the vocabulary size of the combined word. For this perplexity, the model is 

applied which recognizes the number of words that can flow in a language model. They are few other parameters 

that can affect the speech recognition model they are 
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a. External noise such as sound in the background of the person 

b. Microphone placement of the speaker.  

The phonetic variables can be demonstrated by acoustic differences using certain words they are true, butter, it, 

into. The proper SR model will 1st try to model the source of the variable in many ways.  In signal representation, 

many researchers have developed speaker independent features for signaling, and to analyze the speaker-dependent 

characters. At an acoustic-phonetic level, the variability f the speaker will be modeled through a statistical method 

applied in the large data model. The word-level variable will allow alternate pronunciation of words through a 

pronunciation network. The HMM (Hidden Markov Model) is the predominant model used in SR for the past 15 

years. In HMM the generation of the frame-by-frame word, the surface acoustic realization is the 2 represented 

proves in probabilistically as Markov process. NN (neural network) is the alternate process used for estimation 

frame-by-frame word score after obtaining the source they are combined with HMM model this process is also 

referred to us as a hybrid model. (Nilsson & Ejnarsson, 2002) One of the important aspects of SR is to assist people 

with fractional disability. This would help them in their daily activity. By speech, they could control all electronic 

appliances such as fans, lights, machines, etc which they use for their domestic purpose. The architecture of the 

audiovisual speech recognition engine is shown in Figure 1. 

 

 

.  

Figure.1 The Basic Block Diagram of an Audio-Visual Automatic Speech Recognizer 

 

1. Literature Review 

 

(Srinivasan, 2011) in the year 1950 1st attempt was made for automatic SR using a machine. (Kumar et al., 2020) 

in the year 1952 isolated digit recognition for a single speaker was introduced by Davis Biddulph and Balashek in 

Bell Laboratories. This model was based on measuring the spectral resonance for the vowel region of each word. 

(Muhammad et al., 2018) in the year 1956 Olson and Belar tried to analyze SR by introducing 10 distinct syllables 

embodied along with 10 monosyllable words in RCA Laboratories. This model was based on spectral measurement 

in the vowel region. (El Ouahabi et al., 2020) in the year 1959, Fry and denes introduced a phoneme recognizer 

for recognizing 4 vowel and 9 consonants. This model utilized a spectrum analyzer and pattern match for making 
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recognition decisions. This model was based on statistical information on English Phonemes. (Yavuz & Topuz, 

2018) in the year 1959 Forgie and Forgie introduced a recognizer with 10 vowels embedded with a/b/-vowel-/t/ 

format. (Rynjah et al., 2020) in the year 1960 Natkata and Suzuki introduced a hardware-based vowel recognizer. 

(Techini et al., 2017) in the year 1962 introduced a phoneme recognizer. (Shi et al., 2018) introduced a digital SR 

in 1963. (YUSOF, 2019) proposed a framework using time aligning with a pair of speech utterances. (Kumar et 

al., 2020; Muhammad et al., 2018) many researchers have tried various approaches for speech recognition using 

ANN. This method was the most emerging method for SR and its classification. It is an information processing 

method. shown in fig 2 as follows.  

 

Figure.2 Biological Neuron 

 

(Dong & Li, 2020) the main disadvantage in SR is due to its ability to adaption for learning, ability to generalize, 

and non-linearity. (Ali et al., 2020) the MLP (Multilayer Perceptron) is another popular method for SR in NN 

architecture.  

 

The basic model of MLP is illustrated in fig 3 as follows. MLP is the supervised learning method that adapts its 

value based on the training pattern.  

 

Figure.3 A Basic Architecture of Multilayer Perceptron (MLP) 
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3. Review of the Approached Method  

ANN is a powerful computational device that can be used for massive parallelism which makes the system a very 

effective one. This model can learn and generalize for the given training data. It is very tolerant to a fault. Also 

adapts itself for noise. They can perform any kind of operation such as logic as well as symbolic. There are many 

types of ANN. Most of the ANN operators with a neural device with connected neuron are the Self Organizing 

Map (SOM), Multi-Layer Perceptron (MLP), and the Hopefield network. The main motive of this ANN network 

is to analyze the link between the input and output pattern. This process is achieved by modifying the link weight 

between the units.  

 

2. Overview of selected language for study 

  

4.1 Overview of Tamil Language  

The Tamil language is one of the members of the Dravidian language which is predominantly spoken in the 

southern part of India. It is the official language of state Tamil Nadu and Puducherry located in the southern part. 

The Tamil Language is also considered the official language for countries like Singapore and Srilanka. Also, many 

Tamil language speaking people are found in South Africa, Malaysia, Fiji, and Mauritius. It is declared as the 

classical language of India in 2004.  

This is due to 3 important reasons they are it is one of the ancient languages, it has an independent tradition, and 

it comprises of ancient literature. It was found that almost 65 million people are speaking the Tamil language in 

the 21st century. Tamil language writing was found in inscriptions and potsherds from the 5th century BC. The 

Tamil language has 3 periods based n the lexical and grammatical change they are 

a. The Old Tamil from 450-700 BC. 

b. The Middle Tamil from 700-1600 BC 

c. The Modern Tamil from 1600 BC 

The Tamil Language writing style evolved from Brahmi Scripts. The shape of Tamil letters changed over time. 

The main addition of letters for the Tamil language was incorporated from Grantha letters. Spoken Tamil also 

changed over time especially during the phonological structural change of words. Within Tamil Nadu, the 

phonological difference is found between different districts located in the north, south, west, and east of Tamil 

Nadu.  

 

4.2 Overview of Malay Language  

The Malay language is one of the members of the Austronesian language family. This language is largely spoken 

by 33M people of Sumatra, Borneo, and the Malay Peninsula. It is widely spoken by people of Malaysia and 

Indonesia. The Malay language shows major resemble Sumatra but it is related to other Austronesian languages 

such as Java, Borneo, and Cham Language of Vietnam.  

The Malay language is the official language of the Republic of Indonesia, and Bahasa. Many version of Malay 

language is found they are the Bazaar Malay. Baba Malay, Kutai Malay, Banjerase, and Brunei Malay.  

Affixes are demonstrated in constructions such as di-beli “be bought” and mem-beli  “buy” from the root form 

beli “buy!” and kemauan “desire” from mau “want.” Doubling may be used to mark the plural- for example, rumah 

“house” and rumah-rumah “houses”-or to form derivative meanings, as in kekuningkuningan “tined yellow” from 

kuning “yellow” and berlari-lari “run around, keep running” from berlari “run” 
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3. Breif Description of Phonemes of Tamil and Malay Languages 

The basic theoretical unit for describing how to bring linguistic meaning to the formed speech, in the mind, is 

called phonemes 

5.1 Phonemes of Tamil Language: 

The principal Tamil  phonemes can be represented in the chart form as given below: 

 

Figure.4 Tamil Phonology Chart 

 

Figure.5 Tamil Phonemes 
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Figure.6 Word Classification of Tamil Language 

 

 

Figure.7 Tamil Language Vowels  

 

5.2 Phonemes of Malay Language  

The principal Malay phonemes can be represented in the chart form as given below: 

 

Figure.8 Malay Phonemes 
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Figure.9 Malay Phonology Chart  

 

 

Figure.10 Examples for Malay Vowels  

 

 

5.3 Syllables Structure in Tamil and Malay Language  

A syllable is the set of pronounciation which has 1 vowel sound with or without sounding the consonants. It is 

preceded by low sonority onset later followed by another set of low sonority coda.  

 

Figure.11 Tamil Syllable Structure 

 

Figure.12 Malay Syllable Structure  



Dr.Kingston Pal Thamburaj, Dr.Kartheges Ponniah, Dr.Ilankumaran Sivanathan, Dr.Muniiswaran Kumar 

 

1312 

 

6. Phonemes Classification for Speech Recognition 

ANN contribution in SR is considered as a most important process. This can be done using phoneme classifier, 

probability estimator of Speech recognizers, and isolated word recognizers. This chapter tries to highlight the 

segmentation of isolated words into phoneme utilizing MLP and clustering features using SOM.  

 

6.1 Phoneme Segmentation 

Segmenting continuous speech into particular phonemes is one of the basic processes in speech processing mainly 

in  

a. Speech recognition 

b. Speech synthesis 

c. Speech database 

d. Speech analysis  

Reliable and accurate phoneme segmentation is the common factor in the requirement of the application to satisfy 

the needs. Many methods have been used for phoneme segmentation but some of them showed better performance 

because of having some phonetic knowledge. But certain methods based on rules and regulation is very difficult 

to optimize the performance. The performance of the segmentation degrades in real-time application. To face the 

disadvantage NN based approach must be implemented with the Conventional Rule-based method. This method 

will give a significant performance under the presence of disturbance and noise. The MLP in phoneme 

segmentation has 1 hidden layer and 1 output layer. They also have 72 feature parameters for 4 consecutive frames 

and this is served as an output dataset.  

 

The output layer has 1 one and it has the right to decide on the 2nd frame whether it is a phoneme boundary or not. 

The hidden and output layer is used as the activation function. The number of nodes in the hidden layer will be 

changed according to the performance of the experiment.  

 

6.2 SOM model for speech recognition model  

The main aim of this model is the decrease the dimension of feature vectors by utilizing the Self-Organizing Map 

(SOM) in SR. fig (13) illustrates the SOM model.  

 

Figure.13 SOM model 

 

The dimensionality of acoustic features has been reduced by introducing them with a recognizer block. Through 

which the classification of the model seems to be very simple. [kohonen] proposed a framework using NN which 

is used for generating the self-organized property of the unsupervised learning process known as the SOM. All the 

input vectors are included in the network without expecting the preferred output. Enough number of input vectors 

will be added to the network from input to output nodes of the weight vector. The weight vector will be arranged 

based on the topology order of nodes present in the network. [17] SOM model stores the topology order in the 

original space. The main motive of this model is to utilize the output of the self-organized map with speech 

processing output block which will reduce the feature vector through which the original behavior of the feature 
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vector will be obtained and preserved. Now the accurate number of neurons for the SOM model will be obtained. 

The obtained optimal size of SOM will ow ensure the Self-organized map with a sufficient number of neurons.  

 

6.2.1 Som Architecture 

The SOM architecture is shown in fig (14). It consists of 1 layer of neurons. The SOM model is arranged in 2x1 

lattice and 2x1 lattice. This model helps in identifying the similarity measure through Euclidean distance 

measurement.  

 

Figure.14 The 2-D SOM Architecture 

 

Figure.15 Flow Chart for SOM Learning Algorithm 

 

7. Experimentation for speech recognition  

In this model, the feature vector of phoneme segmentation is obtained from 5 input through the consecutive frame. 

The difference in the inter-frame is found between the 2 consecutive frames, and 4 inter-frame is placed in a range 
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between 40 to 5. For every 5 consecutive frames, the interface difference is obtained and out of 4 interframes, one 

interframe contains 18 elements. These 72 element acts as the input for the MLP phoneme segmenter. In this 

present research for about 12 hidden nodes in MLP has been used. the MLP model obtained an accuracy of 65 

percent for 10 m/sec and 83 percent for 20 m/sec duration. The feature vector for phoneme will be isolated. The 

features obtained from the MLP will now undergo a time wrapping mechanism which is utilized to make them 

equal in length and then later passed for the Kohonen SOM model with 6 clusters.  

 

Figure.16 Kohonen SOM model 

 

Fig (16) shows the Kohonen SOM model with input for the Tamil phoneme format /aa/ of the word  'Aalu". The 

input for this model has been taken from the speech input pattern and it will be saved like an array. The input array 

is normalized for making the network work efficiently. The weights will range between +1 and saved into the array 

weight based on the Dimension of the SOM model. The training process will be carried out until it reaches the 

maximum epoch. The input vector from the input array will be selected on a random basis for learning and 

functioning to determine the winner node which is placed in the closest distance when compared to all other input 

nodes. Again the weight vector of the node placed in the closest distance will be made as to the new winner. This 

process will continue until it reaches the maximum epoch.  

 

8. Conclusion  

 

The neural network is a promising technique for speech recognition. The research directions in this area are fairly 

diverse and almost none of the existing approaches outstandingly dominate over the others. Indeed, speech 

recognition is well known for being a complex pattern recognition problem that can usually be divided into several 

sub-problems. It is extremely important to have a broad and thorough understanding of the nature of each sub-

problem and accordingly choose the most appropriate neural network model and training algorithm to deal with it. 

The artificial Neural Network Approach is the most highly relied on one.  

 

Besides, some fundamentals of  Neural Network is reviewed, based on the topology and type of learning. It is 

expected that the present study has contributed towards the development of the recognition of Tamil and Malay 
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words by using neural networks. The proposed model combines two neural networks namely SOM and MLP. The 

evaluation of the performance of the proposed model is made through its recognition accuracy.  
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