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Abstract 

Handwriting Recognition Is The Automatic Transcription Of Handwriting, Where Only The Image Of The Handwriting Is 

Available. Manual Matching Shall Be Used By Banks For The Authentication Of Checks And Signatures. In Forensics, 

Handwriting Corresponding Algorithms Can Help Handwriting Analysts To Predict The Author With Greater Precision. This 

Handwriting Needs To Be Scanned To The Computer For The Handwriting Recognition System To Access It And Analyze It 

Consequently. A Variety Of Handwriting Applications, Including Transcription Papers, Mail Routing, And Processor Forms, 

Checks, And Faxes, May Be Envisaged. Several Applications Are Also Possible. The Extensive Research Effort Concentrated 

On The Field Of Character Recognition (Cr), Due Both To Its Possible Applications And To The Difficulties Involved In 

Simulating Human Reading. The New Offline Handwritten Recognition (Ohr) Is Designed For Both Urdu And English. It 

Mainly Focuses On The Removal Of Noises In Word, Character Segmentation Methods With Higher Recognition Rate. The 

Images Which Are Scanned May Contain Noises And Image Denoising Steps Consist Of Binarization, Noise Elimination, And 

Size Normalization. Words And Character Segmentation Are Performed By Using Particle Swarm Optimization (Pso) 

Algorithm. Then Those Segmented Samples Are Used For The Next Step Which Is Feature Extraction. Finally, Word 

Recognition Is Performed By Using The Deep Neural Network Classifier. 

Keywords: Word Recognition, Neural Network, Feature Extraction, Segmentation, Urdu And English   

 

1. Introduction 

For The New Generation, It Will Be Important To Popularize The Language And Benefit From The Available Documentation 

(Old Or Current) (Shyni Et Al, 2015). The Ocr Interprets The Scanned Document Image Into A Machine-Understood Script. 

The Ability Of A Machine To Obtain And Read Intelligible Handwritten Input From Sources Including Paper Papers, Images, 

Touch Screens, And Other Devices Is Handwritten Recognition (Hr). The Picture Of The Written Text Could Be Sensed 

"Offline" By An Optical Scan Or Smart Word Recognition On A Piece Of Paper. Alternatively, The Motions On The Tips Of 

The Pen Can Be Detected "Online" E.G. Via A Pen-Based Computer Screen Surface. Human Functionality Simulation In The 

Field Of Vision And Manuscript Text In Particular Is Still Missing. The Need To Know The Handwritten Text Is A Challenge 

Not Only About Behavioral Biometry But Also About Trends. Writing Is The Most Normal Mode In Which Information Is 

Gathered, Saved, And Transmitted. It Is Not Only A Communication Tool Among People But Also A Communication Tool 

Between Human Beings And Machines. The Few Applications Listed For Offline Handwritten Recognition Require To Check 

Recognition, File Format Recognition Of Manual Applications, Prescription Of A Doctor, Checking Signature, Postal Address 

Interpretation, Etc. 

The Intense Research Effort Was Focused On The Field Of Recognition Of Character (Cr) Due To The Problems Associated 

With Human Reading Simulation And Its Future Applications. Cr Is A Special Pattern Recognition Branch, Which Includes 

The Translation Into The Machine-Readable Text Of The Text Written Or Printed (Mahmoud Et Al, 2014). While Many 
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Promising Research Findings Have Been Published In The Field Of The Handwritten Recognition Of Linguistics Such As 

English, Chinese, Japanese, And Arabic, The Indian Language Scenario Is Not So Strong. The Two Most Popular Writings In 

India Are Devanagari And Bangla, Most Of The Works In The Indian Field Of Character Recognition. India Has 22 

Programming Languages, Multi-Lingual, Multi-Script Countries. Much Of The Indian Scripts Come From The Brahmi Script 

Of Old Times. The Kadamba And The Grantha Scripts Of Ancient Brahmi Are Derived From The South Indian Languages. 

An Analysis Of The Various Aspects Of The Manuscript Recognition Method Is Carried Out In This Research For Urdu, And 

English. 

The Major Aim Of The Work Is To Design A New Offline Handwritten Recognition (Ohr) System For Multilingual, Which 

Maximizes The Recognition Rate With The Least Amount Of Elements. The Major Objectives Of The Design Are Designed 

As Follows. To Design New Preprocessing Methods Such As Noise Elimination, Binarization, Size Elimination, And 

Thresholding For Removing Noises From The Images Because This Increases The Quality Of The Characters. To Design A 

New Optimization-Based Segmentation Method That Correctly Segments The Line, Character, And Word From The Images. 

To Design A New Character Recognition Method Which Correctly Recognizes Urdu, And English Increases The Recognition 

Rate Of The Characters. 

2. Related Work 

Handwritten Recognition Can Be Broadly Classified Into Two Categories Namely, Online Recognition And Offline 

Recognition. Offline Handwriting Can Be Of Many Formats And Likely It Could Be Obtained From Paper Or Images. These 

Types Of Contents Could Be Extracted Using Optical Character Recognition (Ocr). This Mechanism Is Very Useful In Many 

Areas, One Among Those In The Medical Field. In Ancient Days, Analyzing A Doctor‘S Handwriting Is A Bit Difficult Task. 

This Methodology Helps To Analyze And Retrieve The Information From The Doctor‘S Handwriting. In This Section, The 

Researcher Has Discussed The Review Of The Preprocessing Methods, Segmentation Methods, Feature Extraction Methods, 

And Classification Methods For The Handwritten Recognition Of Image Processing. 

The Influence Of The Coevolutionary Depth Of The Network On Its Accuracy In The Broad Recognition Environment Was 

Investigated By Simonyan And Zisserman (2014). The Key Contribution Is To Thoroughly Analyze Networks Of Growing 

Depth Using An Architecture With A Very Small 3x3 Convolution Filter That Shows That The Depth Of 16-19 Weighing 

Layers Can Be Considerably Improved In Terms Of Prior Art Configurations. These Results Formed The Basis For Our 

Submission To The Imagenet Challenge 2014 Where Our Team Won First And Second Place Places In The Position And 

Grading Routes Respectively. Show Also, That Representations Are Common In Other Datasets. 

Kumar Et Al (2016) Employed The Ocr For Offline Handwriting Recognition. To Implement The Ocr The Neural Network 

Has Been Utilized. This Model Has Been Developed For The Medical Domain In Which The Doctor‘S Handwriting Can Be 

Recognized. This Model Only Predicts The Prescribed Medicines And Does Not Provide An Outcome For General Purposes. 

The Off-Line Segmentation And Reconnaissance Method For Uncontrolled Handwritten Linked Digits Has Been Proposed By 

Merabti Et Al (2018). By Finding Two Forms Of Structural Functionality, The Framework Proposed Offers New Segmentation 

Routes. The Input String Image Includes The Background And Foreground Character Points. From These Feature Points, The 

Possible Cutting Paths Are Created. Based On Their Feature Points And Their Height, Each Candidate Variable Is Evaluated 

Individually. The Performance Is Evaluated With The Fuzzy Artificial Immune System The Segmentation Module (Fuzzy-

Ais). The Latter Carries Out A Decision-Making Function In The Resulting Parts, Followed By A Global Choice Of The 

Hypothesis With The Best Outcome. 

Al-Maadeed Et Al (2016) Aimed To Develop A New System That Selects The Vital Feature Thereby Eliminating The Non-

Effective Features. This Model Could Be Developed Using Lukasiewicz's Implication On Fuzzy Conceptual Reduction. Both 

English And Arabic Languages Are Taken Into Consideration For Handwritten Recognition Of Characters. The Database Of 
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121 Writers Is Considered On Which The K-Nearest Neighbors (K-Nn) Is Used To Evaluate The Accuracy Efficiency. The 

Left Or Right-Handedness Parameter Is Considered For Evaluation And It Produces A High Accuracy Of 83.43%. 

Govindarajan (2016) Developed A Hybrid Which Is Of A New Classification Model For Handwritten Numerals Detection By 

Combining Svm And Radial Basis Function (Rbf) Classifiers. The Original Training Sets Are Resampled To Form Modified 

Training Sets. Here Classifiers Are Combined By Voting After Construction By Using Training Sets. The Proposed Hybrid 

Model System Provides High Accuracy Of Handwritten Recognition Of Numerals And Is Illustrated By The Empirical 

Outcome Obtained From The Model. 

Balci Et Al (2017) Proposed A Model For Converting The Handwritten Text Into Digital Documents. This Model Is Designed 

Such That It Includes Two Approaches Namely, Direct Classification Of Words And Segmentation Of Characters. The 

Convolution Neural Network (Cnn) Is The Methodology Employed For The Former Approach. The Latter Approach Involves 

Long Short Term Networks (Lstm) Methodology With Convolution For The Construction Of Bounding Boxes Of Every 

Character. Then The Segmented Characters Are Passed To Cnn For Classification And Thus The Words Are Reconstructed 

Based On Results. 

3. Methodology 

 

The Proposed Work Majorly Focuses On The Removal Of Noises And Image Segmentation Methods With Recognition 

Methods. The Proposed Flow Diagram Is Shown In Figure 3.1. 

 

The Handwritten Recognition Could Be Achieved Effectively By Implementing The Following Process: 

(i) Pre-Processing 

 This Process Involves The Conversion Of Raw Data Into A User-Readable Form By Undergoing Various Steps.  

Binarization: The Image Digitization Is One Of The Steps Involved In Preprocessing Where The Image Is Converted To 

A Gray Scale Image And Then Transformed Into A Binary Image. 

Noise Elimination: The Scanned Images Generally Contain Noises. Filled Loops, Gaps, Bumps, And Disconnected Line 

Segments Are The General Noises Occurring In Images. So Noise Elimination Is Performed For Effective Recognition.  
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Figure 3.1. Proposed Flow Diagram For Handwritten Recognition 

 

Normalization: Removal Of Variations From Images Without Affecting Word Identity Is The Process Of Normalization. 

The Initial Process Of Normalization Involves Image Cleaning And It Involves The Trailing Process Namely, Skew 

Correction. Next To That Line Detection And Character Size Normalization Occurs. 

 

(ii) Segmentation  

The Next Step To Pre-Processing Is Segmentation Where The Characters In The Image Are Segmented For Providing 

Separation Between Characters. This Also Helps To Simplify The Recognition Process. Script Segmentation And Image 

Segmentation Are The Kinds Involved. The Script Segmentation Is Implemented Using Performing Word, Line, And 

Character Segmentation. Particle Swarm Optimisation (Pso) Is One Of The Segmentation Methods That Enhances The 

Solution By Iterative Optimization Of The Problem. 

 

(iii) Feature Extraction  

In The Presence Of The Least Amount Of Elements, The Recognition Rate Could Be Increased By Extracting The Feature 

Set In This Process. There Are Various Kinds Of Feature Extractions. Some Of Them Were Chain Code (Cc), Principal 

Component Analysis (Pca), And So On. The Output Extracted From Feature Extraction Is Being Provided As Input For 

Classification. 

 

(iv) Classification 

Classification Is The Vital Phase And It Acts As A Part Of The Decision Making Of Handwritten Recognition. The Feature 

Quality Decides The Classifier‘S Performance. The Output Of The Classifier Is Provided As Input To The Deep Neural 

Network Classifier. Artificial Neural Network Where Multiple Hidden Layers Among The Input Layer And Output Layer 

Occur Is Deep Neural Network (Dnn). 

(v) Post-Processing 

Structural Text Format Is Obtained As Output From The Post-Processing As It Is The Final Phase Of Recognition. 

Problems In Segmentation And Classification Of Character Errors Occur Usually. So To Eliminate These Errors, This 

Phase Is Executed. Statistical Approach And Dictionary Lookup Are The Methods Employed For Error Elimination. Thus 

The Effective Recognition Of Texts Is Obtained On Performing That Process. 

Noise Removal By Modified Median Filter Pre-Processing Deals With The Reduction Or Removal Of Noise In Images. There 

Are Different Types Of Noise Are Available Namely, Noise, Salt, Shot, Quantization Noise (Uniform Noise), Film Grain, 

Anisotropic Noise, And Periodic Noise. To Obtain Efficient Results, A Modified Mechanism Is Used In Research Areas 

Namely K-Algorithm. This Approach Includes Two Different Stages Namely, Binarization And Filtering. A Re-Sampling 

Algorithm Has Been Used To Perform Filtering Processing Noise Elimination Steps. Filtering Always Refers To The Various 

Functions That Are Predefined In The Image To Assign Value To The Pixel Which Is Considered As A Function Of Values. 

Unwanted Bit Patterns Are Diminished Using This Methodology. It Would Remove The Images That Are Textured Slightly 

Or Background With Color And Sharper Them. Due To This Process, Much Possible Noise Is Reduced By Making Retaining 

Only Relevant Information. The Filter Is Of Two Categories: Non-Linear And Linear Filters. Since Linear Type Has Some 
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Disadvantages, The Non-Linear Type Has Been Used To Overcome Those Disadvantages Such As Blurring Edges, Blurring 

Details, And Destruction In Lines. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Binarization Is One Of The Approaches Used For Image Denoising. The Binarization Step Could Be Carried Out After A 

Filtering Process. These Filtering And Binarization Methodologies Are Adapted By Modified Mechanisms For Noise 

Reduction. The Name Of The Modified Technology Is K-Algorithm Which Would Actively Involve In Performing The 

Removal Of Noise Present In The Image. This Binarization (Ntogas Et Al 2013) Approach Could Be Applicable For Images 

To Separate The Text From The Background. This Process Is Purely Based On Thresholding And Filtering Which Is Combined 

With Algorithms Of Image Processing. The Procedures Of Binarization Involve 5 Sets Of Discrete Stages That Depend On 

Various Classes Of Images. It Acts As A Refinement Methodology To Improve Image Quality. The Result Obtained In The 

Filtering Stage Might Still Possess Colored Backgrounds Slightly That Lead To Interference In The Functioning Of The Next 

Stages. To Avoid And Deal With These Said Issues, Binarization Has Been Introduced. The Binarization Step Is Involved In 

The Conversion Of Filtering Images Into A Digital Image Which Means Binary. From This, The Value Of The Threshold 

Could Be Calculated, And Finally Based On Colors, The Processes Are Carried Out. That Is If The Intensity Value Of The 

Pixel Is Above A Threshold Value, It Is Set As White (0) And If It Is Below The Thresholding Value, It Is Set To Be Black 

(1). Thus By Using An Average Of Overall Pixel Intensities In The Document, The Threshold Value Could Be Obtained. 

The Process Of Normalization Is Linear. For Instance, If The Image Has Intensity Ranges Between 50 And 180 Then The 

Range Desired Is Between 0 And 255. Every Pixel-Based Intensity Is Multiplied By Using 255/180 And Obtains A Range Of 

0 To 255. Automatic Normalization Typically Normalizes The Image In Any File Format. It Leads To The Production Of The 

Image In A Constant Dimension. It Aims To Reduce The Variations Which Occur During The Writing Of Data. For Instance, 

The Size Normalization (Kumar Et Al 2013) Has Been Used To Adjust The Size Of The Character In A Form Of Standard. 

This Recognition Of Characters Is Applicable For Both Vertical And Horizontal Based Size Normalization 

Pseudocode: Modified_Median_Filter (Image, Matrix_Size)  

1. SetA_Min=-(Matrix_Size)/2  

2. Set A_Max=(Matrix_Size)/2  

3. For X=Min_X toMax_X  

4. For Y=Min_Y toMax_Y  

5. For X1=A_Min toA_Max  

5.1. SetTemp_X=X+X1  

5.1.1. If (Temp_X>=Min_X andTemp_X<=Max_X)  

5.1.2. For Y1=A_Min to A_Max SetTemp_Y=Y+Y1  

5.1.3. If (Temp_Y>=Min_Y and Temp_Y<=Max_Y) Add Pixel_Intensity (Temp_X, Temp_Y) to 

listPixel_Values  

5.1.4. End If  

5.1.5. EndFor  

5.1.6. End If  

6. EndFor  

7. Sort the listPixel_Values 

8. Set No_Occurences=Number of the occurrences of lowest pixel intensity value in listPixel_Values  

9. If (No_Occurences==K)  

9.1. Median_value=Value at Pixel_Values_Count/2  

9.2. Set Pixel_Intensity(X, Y) =Median_Value  

10. End If  

11. EndFor  

12. EndFor  

13. Return Modified Image 
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𝑅1 =
𝑚𝑖𝑛(𝑊1,𝐻1 )

𝑚𝑎𝑥(𝑊1,𝐻1 )
, 𝑅2 =

𝑚𝑖𝑛(𝑊2,𝐻2 )

𝑚𝑎𝑥(𝑊2,𝐻2 )
 

Thus, W1 Represents The Width Of The Character  

 

 

 

 

 

 

 

 

 

 

 

H1 Denotes The Character Height  

W2 Represents The Width Of Normalized Character 

H2 Denotes The Normalized Character Height 

R1 Usually Denotes The Original Character 

R2 Represents The Normalized Character 

Segmentation: The Phenomenon Widely Involved Around The World Is Problem-Solving. A Domain Where Emerges From 

Specific Behaviors Of The Particular Particle During Interactions. Because Of The Topology Structure Of Communication, 

The Populations Have Been Organized. This Is Carried Out In The Social Network. In The Research Of Pso, Coordinates Have 

Been Tracking In Solution Space. This Could Be Associated Along With Fitness Which Means The Best Solution. The Value 

Obtained From This Process Is Said To Be As Pbest Which Stands For Personal Best. Alternate Value At Best Level Which Is 

Tracked By Pso And This Is Considered As The Best Value Which Is Obtained From Particle Present In The Neighborhood 

Of Particle. This Type Of Value Is Said To Be As Gbest. By Using The Information, Below Each Particle In Pso Tries To 

Change Its State Or Position, 

● The Current Velocities,  

● The Current Positions,  

● The Distance Between The Current Position And The Gbest 

● The Distance Between The Current Position And Pbest,  

This Equation Brings Out A Model Based On Mathematical For Changes In The Position Of The Particle, 

Pseudocode: 

 Binarization (Image)  

1. For X=Min_X to Max_X//1  

2. For Y=Min_Y to Max_Y //2  

Pixel_Intensity_Sum=Pixel_Intensity_Sum+Pixel_Intensity(X,Y) 

 Pixel_Count=Pixel_Count+1  

3. EndFor 

4. EndFor  

5. Average_Intensity= Pixel_Intensity_Sum/Pixel_Count  

6. For X=Min_X toMax_X  

7. For Y=Min_Y toMax_Y  

7.1. If (Pixel_Intensity(X, Y)>=Average_Intensity) Set Pixel_Intensity(X, Y) =WHITE  

7.2. Else Set Pixel_Intensity(X, Y) =BLACK  

7.3. End If  

8. EndFor 

 9. EndFor 

 10. Return Modified Image 
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𝑉𝑖
𝑘+1 = 𝑤𝑉𝑖

𝑘  + 𝑐1 ∗ 𝑟𝑎𝑛𝑑1( ) ∗ (𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑠𝑖
𝑘)+ 𝑐2*𝑟𝑎𝑛𝑑2( ) ∗ (𝑔𝑏𝑒𝑠𝑡𝑖 − 𝑠𝑖

𝑘) 

Where, 𝑉𝑖
𝑘   = In Iteration K, I With Agent Velocity,  

      W = Function For Weighting,  

      Cj= Factor For Weighting Is J=1,2.  

      Rand = Distributed Uniformly Having Number From 0 To 1 70 In A Random Manner,  

      K = Denotes The Agent I‘S Current Position Of Agent In Kth Iteration,  

      Pbesti = I‘S Pbest,  

      Gbesti = Gbest‘S Group 

      𝑊 = 𝑊𝑚𝑎𝑥 − [(𝑊𝑚𝑎𝑥 − 𝑊𝑚𝑖𝑛)𝑖𝑡𝑒𝑟]/𝑚𝑎𝑥𝑖𝑡𝑒𝑟 

Where Wmax = Represents Weight At Initial, Wmin = Denotes Weight During Final, Maxiter= Represents Iterations Number 

By Maximum, Iter= Denotes The Number Of Iteration Currently, Following Specified Equation Could Modify The Currently 

Available Position Which Means Searching Point Present In Solution Space. 

𝑠𝑖
𝑘+1 = 𝑠𝑖

𝑘 + 𝑉𝑖
𝑘+1  

Deep Neural Network Classifier 

The Deep Neural Network Is Called To Be A Learning Approach, Where It Could Be Used For Humans To Obtain Knowledge. 

In Other Words, It Would Be Considered As An Approach For Automation Of Predictive Base Analysis. Deep Neural Network 

Shortly Dnn Is An Artificial Neural Network With Various Hidden Layers. These Layers Are Placed Between The Output And 

Input Layers. It Is Used To Develop Complex Non-Linear Relationships. This Model Involves The Generation Of A 

Compositional Approach Where Objects Can Be Expressed In A Layered Based Composition. Also, The Layers That Are 

Available Extra Would Enable The Features From The Lower Layer. Since Dnn Is A Feed-Forward Network, The Data Can 

Flow From Input To Output Layer In One Direction Which Means Not Loop Towards The Back. This Deep Neural Classifier 

Has Been Used In Image Recognition Due To The Presence Of Noise. The Classifier Has Been Designed For Dealing With 

Noise In Images To Remove It. Image Denoising Has Always Been A Major Issue In Computer Vision. At Its Core, Denoising 

Is An Essentially Ill-Posed Issue Appropriate To The Loss Of Data For The Period Of Noise Addition. The Following Formula 

Is Used For Image Denoising. 

I=D(I) + H  

Here, D(I) Is The Degrading Function Related To The Original Image I While H Serves As Additive Noise. With The End Aim 

Of Denoising, An Image And Returning A Similar Dimensional Calculation, The Mainly Extensively Used Loss Minimizer Is 

Pixel-Wise Mean Squared Error (Mse). By Removing Noises, One Can Analyze The Performance And Could Obtain Accuracy 

(Koziarski And Cyganek 2016). This Process Typically Works On Noise With Known And Unknown Conditions. It Consists 

Of Various Types Of Neural Networks. One Of The Most Common Types Widely Used Is The Deep Convolutional Network. 

Each Has Network Used By This Has Each Network Layers Adjacently Which Is Fully Connected. This Means That Every 

Neuron In The Network Has A Connection With Other Neurons Which Is Adjacently Presented In Layers. Various 

Mathematical Models Are Involved In Image Denoi
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sing Using A Deep Neural 

Network. One Among Them Is Discussed Here, 

 

 

4. Results And Discussion 

40 Samples Of Urdu Language From Different Handwritten Documents Are Obtained To Test The Effects Of These Methods. 

Python Is Used To Develop Models For Training And Testing. Character Recognition Steps Like Preprocessing, Feature 

Extraction, Segmentation, And Recognition Is Used For Implementation. For These Steps, The Character Image Is Considered 

As Input For Recognition. 

                                                       

A. Input Image 

 

B. Preprocessed Image 

 

C. Binary Image 

 
D. Output Image 

Figure 3.2. English Handwriting Recognition Results Of Small Letters 

Figure 3.2 Shows The Results Of The English Handwriting Recognition For The Small Letter Of Proposed Steps. Figure 3.2 

(A) Shows The Results Of The Input Image Of Small English Letters, Figure 3.2(B) Shows The Results Of The Preprocessed 
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Image Of Small English Letters, Figure 3.2(C) Shows The Results Of The Binary Image Of Small English, And Finally Figure 

3.2(D) Shows The Output Of Recognition Results Of Small English. 

 
A. Input Image 

 
B. Preprocessed Image 
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C. Binary Image 

 
D. Output Results 

 
E. Left And Right Hand-Writing Recognition 

Figure 3.3. Urdu Handwriting Recognition Results Of Small Letters 
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Figure 3.3 Shows The Results Of The Urdu Handwriting Recognition Of Proposed Steps. Figure 3.3 (A) Shows The Results 

Of The Input Image, Figure 3.3(B) Shows The Results Of The Preprocessed Image, Figure 3.3(C) Shows The Results Of The 

Binary Image, Figure 3.3(D) Shows The Output Of Recognition Results And Finally Figure 3.3(E) Shows The Categorization 

Of The Left Hand And Right Handwritten Text In Urdu Language. 

The Results Are Shown In Table 3.1 And Figure 3.2. The Quality Of The Image Is Increased For Clear Recognition As It 

Improves The Performance Of The System. The Deep Neural Network Classifier Provides Efficiency Of 90.52% Whereas Svm 

Gives Only 85.13%, Naive Bayes Yields 87% Efficiency In Handwritten Recognition Of Data. There Are 100 Iterations Used 

In This Work With 10000 Samples And 48 Samples For The Urdu Language. 

Table 3.1. Performance Comparison Results Of English Character 

Algorithm Sensitivity (%) Specificity (%) Precision  

(%) 

F-Measure 

(%) 

Accuracy  

(%) 

Dnn 88 76 88 88.04 91.5 

Nn 84 72 87 85 89 

Naïve Bayes 83 70 86 85 84.5 

Svm 81.12 69.5 85.62 83.56 85.32 

 

 

Table 3.2. Performance Comparison Results Of Urdu Text 

Algorithm Sensitivity (%) Specificity (%) Precision  

(%) 

F-Measure 

(%) 

Accuracy  

(%) 

Dnn 89 78 90 89 91 

Nn 87 76 88 87 89 

Naïve Bayes 85 74 85 86 87 

Svm 82 70 86 84 85 
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Figure 3.4. Proposed Algorithm Performance (English) 

 
Figure 3.5. Proposed Algorithm Performance (Urdu) 

 

 

5. Conclusion 

Online Recognition And Off-Line Recognition Are The Two Most Common Ways Of Recognizing A Word Or Character. This 

Model Is Designed In Such A Way That It Is Based On An Off-Line Recognition System That Involves Various Phases Of 

Recognition In It. The Initial Contribution Of The Work Deals With The Off-Line Recognition In Which The Pre-Processing 

Of The Image Is Performed In Which Binarization; Noise Elimination And Normalization Are Also Performed. The 

Segmentation Is Performed By Using Particle Swarm Optimization (Pso) Algorithm. The Feature Extraction Phase Helps To 

Obtain The Set Of Features And Then The Classification Phase Is Where The Deep Neural Network (Dnn) Classifier Is Used 

For Handwritten Extraction. It Is An Iterative Model. The Final Phase Is Where Post-Processing Is Done For Efficient 

Identification In Which The Errors That Occurred In Classification And Recognition Of Words Are Eliminated. 
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