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Abstract: Cardiovascular diseases (CVDs) are the main cause of death of around 17.9 million across the globe every year. 

Different heart ailments or conditions exist that lead to death. Early detection of heart disease can help in preventing death rate. 

Data driven approaches with Artificial Intelligence (AI) innovations are being used for Clinical Decision Support System 

(CDSS). From the literature, it is found that most of the algorithms are based on supervised learning that need training set for 

learning process. Often supervised learning have revealed limitations as they wholly depend on the quality of training data. 

Feature selection has been around for leveraging supervised machine learning techniques. However, there is inadequate research 

on the unsupervised learning methods such as clustering. Nevertheless, they around round to group objects with similarities 

and thus have inherent knowledge that can add value to features extracted. Provided this fact, in this research, we proposed a 

framework known as Hybrid Machine Learning for Heart Disease Prediction (HML-HDP). The framework has provision for 

unsupervised learning followed by supervised learning. In other words, the unsupervised learning could lead to features that 

complement feature selection method for improving accuracy of heart disease prediction. A prototype application is built in 

order to evaluate the framework. The empirical results are compared with the methods in state of the art. SVM with DBSCAN 

showed Highest performance with precision 0.96, recall 0.93 and F-Measure 0.9447. The results revealed that the proposed 

hybrid framework performs better than existing methods.  

keywords –Heart disease prediction, machine learning, artificial intelligence, CDSS 

 

1. Introduction  

 

Heart disease prediction is an important research that has been around for number of years. However, with 

technological innovations and emergence of data science, there are ever possibilities to improve the state of the art 

in prediction of heart diseases. Thus it is essential to detect heart diseases early in order to reduce mortality rate. 

Many researchers contributed towards this end. Associative classification is explored in [2] for better prediction 

of the disease. Supervised bi-clustering is used in [3] for exploiting benefits of unsupervised learning. Particle 

Swarm Optimization (PSO) and ensemble learning methods are combined for improved prediction accuracy in [5]. 

The concept of computational modelling is investigated in [6] for prediction of disease.  

 

The literature is rich in modern innovations as well. In [7] Internet of Things (IoT) technology is integrated 

with the healthcare system for diagnosis of heart disease. Deep learning concept is studied and used for heart 

disease diagnosis in [20] and [23]. With innovations such as cloud computing, big data analytics is employed in 

[14], [21] and [25]. Fuzzy based decision support system for clinical diagnosis of heart diseases is the main focus 

in [8], [12] and [18]. From the literature, it is found that there are unsupervised and supervised learning methods 

widely used for predicting heart diseases. However, there is need for having a framework that combines and reaps 

benefits of both supervised and unsupervised learning methods. This gap is considered in this paper. Our 

contributions in this paper are as follows. 

1. Proposed a heart disease prediction framework known as Hybrid Machine Learning for Heart Disease 

Prediction (HML-HDP). The framework integrates both supervised and unsupervised prediction models. 

2. K-Means and DBSCAN are the two clustering algorithms combined with many supervised prediction 

models such as Naïve Bayes (NB), Random Forest (RF) and Support Vector Machine (SVM). 

3. A prototype application is built using Python data science platform for realizing the proposed framework.  

 

The remainder of the paper is structured as follows. Section 2 reviews literature on both supervised and 

unsupervised prediction models. Section 3 presents the proposed framework for prediction of heart diseases. 
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Section 4 presents evaluation methodology. Section 5 gives details of experimental setup. Section 6 provides 

experimental results while section 7 concludes the paper and gives directions for possible future scope of the 

research.  

 

2. Related work 

 

This section provides literature findings on usage of clustering and classification techniques for heart disease 

prediction. Aljawarneh et al. [1] proposed a methodology for predicting disease using gene profile classification. 

It is a supervised learning technique. Singh et al. [2] on the other hand explored associative classification for 

efficient prediction of heart diseases. Nezhad et al. [3] focused on the problem of precision medicine. They used 

bi-clustering approach in order to achieve better results than state of the art. Antiochos et al. [4] used a novel 

approach for heart disease diagnosis. They combined both genetic risk scores and parental history to achieve this. 

Yekkala et al. [5] used Particle Swarm Optimization (PSO) technique as wrapper and also explored ensemble 

learning for heart disease prediction. They found that ensemble approach is better than individual prediction 

models. 

 

Mittal et al. [6] studied computational modelling to ascertain cardiac hemodynamics. Kumar et al. [7] proposed 

an architecture using Internet of Things (IoT) for heart disease prediction in distributed environment. Paul et al. 

[8] used Genetic Algorithm (GA) for fuzzy decision support to diagnose heart disease. Babic et al. [9] employed 

both predictive and descriptive analysis to diagnose heart diseases. Verma and Sood [10] proposed a solution for 

heart disease prediction using IoT and cloud based system. Malav et al. [11] used unsupervised learning method 

like K-Means and Artificial Neural Network (ANN) for prediction of heart diseases. Krishnaiah et al. [12] studied 

many fuzzy approaches using data mining for finding heart anomalies.  

 

Takci [13] investigated on the importance of feature section with respect to diagnosis of heart diseases 

accurately. Ismail et al. [14] investigated on big data analytics for prediction of heart diseases. Buettner and 

Schunter [15] used different machine learning methods for disease prediction. Supervised machine learning 

techniques are used in [16], [17] and [26] for detecting heart diseases. Deep learning methods are explored in [20], 

[23] for better accuracy in heart disease prediction. A hybrid method using fuzzy logic and ANN is used in [18] 

while traditional risk factors and machine learning are used in [19] for finding cardiovascular mortality.  

 

The notion of real time prediction and cardiac health monitoring are studied in [20] and [21] respectively. 

Automatic detection of heart disease with machine learning [24] and big data analytics for cardiovascular disease 

analysis are other important researches found. A decision support system for cardiac health monitoring is studied 

in [22]. From the literature, it is found that there are unsupervised and supervised learning methods widely used 

for predicting heart diseases. However, there is need for having a framework that combines and reaps benefits of 

both supervised and unsupervised learning methods. This gap is considered in this paper. 

 

3. Proposed framework 

 

We proposed a framework for efficient detection of heart diseases using data-driven ML approach which is 

useful for CDSS. Unlike traditional approaches, it exploits the power of unsupervised learning methods prior to 

the use of classification techniques as prediction models. Thus the proposed framework is hybrid in nature. It is 

named as Hybrid Machine Learning for Heart Disease Prediction (HML-HDP). K-Means and DBSCAN are widely 

used clustering (unsupervised learning) methods. In the proposed framework, these techniques are used for 

clustering the data prior to using it for prediction of heart diseases. Entropy and Gain based Feature Selection 

(EGFS) proposed in our prior work [27] is used to select appropriate features. After performing clustering with the 

aforementioned algorithms, prediction process is completed with the widely used classification algorithms known 

as SVM, NB and RF. Equipped with the knowledge of clustering and feature selection, these prediction models 

are leveraged to have better performance over the baseline classification algorithms. This is an important aspect in 

the proposed framework.  



Impact of K-Means and DBSCAN Clustering on Supervised Learning for Heart Disease Prediction 

1175 

 
Figure 1:A hybrid framework for heart disease prediction 

 

 

As presented in Figure 1, the framework healthcare dataset taken from UCI repository is used for experiments. 

The dataset is subjected to general pre-processing and then the data is divided into 80% training set and 20% testing 

set. Then the training data is subjected to feature selection using feature selection method proposed by us in [27]. 

Afterwards, the training data associated with selected features is used for unsupervised learning. The results of 
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clustering are used for supervised learning methods such as SVM, NB and RF for learning and prediction. Naïve 

Bayes is one of the widely used classifiers. It is a probabilistic machine learning model that’s used for classification 

task. The crux of the classifier is that it is based on the Bayes theorem. It is used in many real world applications 

for classification. For instance, it is used in heart disease prediction, spam filtering, classifying cancer 

diseases, segmenting documents and predicting sentiments in online reviews. The Naïve Bayes 

classification technique is based on the Bayes theory. The features it uses are independent and hence the 

name naïve. It does mean that when a value of a feature is changed, it does not affect other feature directly. 

This algorithm is found faster as it is probabilistic. It is also scalable in nature and suita ble for applications 

where scalability is in demand. It has its associated concepts like Bayes Rule and conditional probability.  

The Bayes theorem is as in Eq. 1.  

𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴)𝑃(𝐴)

𝑃(𝐵)
    (1) 

 

Using Bayes theorem, we can find the probability of A happening, given that B has occurred. Here, B is the 

evidence and A is the hypothesis. The assumption made here is that the features are independent. That is presence 

of one particular feature does not affect the other. Considering playing golf problem, for example, we classify 

whether the day is suitable for playing golf, given the features of the day. The columns represent these features and 

the rows represent individual entries. If we take the first row of the dataset, we can observe that is not suitable for 

playing golf if the outlook is rainy, temperature is hot, humidity is high and it is not windy. We make two 

assumptions here, one as stated above we consider that these predictors are independent. That is, if the temperature 

is hot, it does not necessarily mean that the humidity is high. Another assumption made here is that all the predictors 

have an equal effect on the outcome. That is, the day being windy does not have more importance in deciding to 

play golf or not. According to this example, Bayes theorem can be rewritten as in Eq. 2.  

𝑃(𝑦|𝑋) =
𝑃(𝑋|𝑦)𝑃(𝑦)

𝑃(𝑋)
    (2)  

 

The variable y is the class variable (play golf), which represents if it is suitable to play golf or not given the 

conditions. Variable X represent the parameters/features. It is computed as in Eq. 3.  

𝑋 = (𝑋1, 𝑋2, 𝑋3, … . , 𝑋𝑁)  (3) 

present the features, i.e. they can be mapped to outlook, temperature, humidity and windy. By substituting 

for X and expanding using the chain rule we get the proposition as in Eq. 4.  

𝑃(𝑦|𝑋1, … . 𝑋𝑛) =  
𝑃(𝑥1|𝑦)𝑃(𝑥2|𝑦)…𝑃(𝑥𝑛|𝑦)𝑃(𝑦)

𝑃(𝑥1)𝑃(𝑥2)….𝑃(𝑥𝑛)
   (4) 

 

Now, you can obtain the values for each by looking at the dataset and substitute them into the equation. For all 

entries in the dataset, the denominator does not change, it remains static. Therefore, the denominator can be removed 

and a proportionality can be introduced as in Eq. 5.  

𝑃(𝑦|𝑋1, … . 𝑋𝑛)  ∝ 𝑃(𝑦) ∏ 𝑃(𝑋𝑖|𝑦)𝑛
𝑖=1     (5) 

In this case, the class variable(y) has only two outcomes, yes or no. There could be cases where the classification 

could be multivariate. Therefore, we need to find the class y with maximum probability as in Eq. 6.  

𝑦 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑦 𝑃(𝑦) ∏ 𝑃(𝑋𝑖|𝑦)𝑛
𝑖=1     (6)  

Using the above function, we can obtain the class, given the predictors. 

 

 

Support Vector Machine (SVM) is one of the widely used machine learning techniques used for prediction 

purposes like heart disease prediction. It can be used in many real world applications like hand-written character 

recognition, cancer prediction, protein classification, image classification and text categorization to mention few. 

It is a discriminative classifier which predicts class labels based on training knowledge. It achieves the 

classification formally with a definition of hyperplane. Thus it can provide largest minimum distance known as 

maximum margin associated with training samples. With this SVM can minimize the margin of the data used for 

training.  
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Figure 2: Illustrates how hyperplane is formed for discrimination 

 

 

The optimal hyperplane with maximum margin is able to separate or discriminate two classes. In many research 

papers, SVM is found to have superior performance over its counterparts as found in the literature. It is used as 

part of the proposed methodology in this research. It makes use of the hyperplane illustrated in Figure 2. SVM is 

basically a binary classifier which contains two class labels. In order to have multiple class labels, it is used with 

appropriate kernel parameter. With respect to clustering, K-Means is the widely used clustering algorithm. It needs 

k value as input and divides the given data into k number of clusters. It is used in spam detection research as well 

discussed in [28], [29] and [30]. Its flow of instructions is as in Algorithm 1. 

 
Algorithm 1: K-Means algorithm 
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The algorithm takes dataset and number of clusters as input. Then it selects the centroids and computes distance. 

Based on the distance, it makes clustering decisions. This process is continued with adjustment in centroids based 

on the distance measure. The final clustering results in given number of clusters. DBSCAN [31] is another popular 

clustering algorithm. It is based on the density of dataset provided. It performs clusters based on the underlying 

data. Its algorithm is a follows. 

 

 

1. Choose a data point randomly 

2. Use parameters like MinPts and Eps in order to reclaim possible data with density reachable from the 

selected point. 

3. If the chosen point is core point, it satisfies Eps and MinPts 

4. If the chosen point is a border point, then data is not density-reachable from the selected point. 

5. This process is repeated until the convergence.  

Algorithm 2: Steps in DBSCAN algorithm 

As presented in Algorithm 2, DBSCAN algorithm performs clustering based on two parameter values such as 

Eps and MinPts. 

 

4. Evaluation methodology 

 

Evaluation of the proposed spam detection models (baseline and hybrid) is made using measures derived from 

confusion matrix. Table 1 shows the confusion matrix.  

 Ground Truth (Yes) Ground Truth (No) 

Result of proposed detection model (Yes) True Positive (TP) False Positive (FP) 

Result of proposed detection model (No) False Negative (FN) True Negative (TN) 

Table 1: Confusion matrix 

 

 

As per the confusion matrix, ground truth is the actual correct prediction value either positive (yes) or negative 

(no). Based on the comparison between prediction results and actual ground truth results, there are four important 

cases such as TP, FP, FN and TN. Out of them TP and TN are correct predictions while FN and FP are wrong 

predictions.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇 𝑃

𝑇 𝑃 + 𝐹 𝑃
                                                                           (7) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇 𝑃

𝑇 𝑃 + 𝐹 𝑁
                                                                                 (8) 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ∗
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
                                                    (9) 

As shown in Eq. 1, precision reflects exactness of the results or quality of results while the recall (Eq. 8) shows 

completeness. The harmonic mean of precision and recall is known as F-measure of F-score which is provided in 

Eq. 9.  

 

5. Experimental setup 

 

 

A prototype application is built using Python data science platform for empirical study. A PC with 4 GB of 

RAM, 2.40 GHz processor from Intel and Windows 10 operating system is used for experiments. Spyder is the 

IDE used for development of the application. It is part of Anaconda distribution of Python.  

 
Figure 3: An excerpt from training set 
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As presented in Figure 3, It is observed that there are 15 columns in the dataset given for training. The dataset 

is made up of patients’ vital signs for heart diseases prediction. The last attribute is the class label. It does mean 

that a training set needs to have class label for every instance.  

 

6. Experimental results 

 

 

Experiments are made with the aforementioned dataset. Two sets of experiments are made. In the first set of 

experiments, only supervised machine learning method along with feature selection is used for heart disease 

prediction. In the second set of experiments, in order to ascertain the impact of unsupervised learning on the 

prediction models, K-Means and DBSCAN clustering algorithms are used along with three supervised learning 

methods such as NB, SVM and RF. The performance of the models is observed in terms of confusion matrix. The 

results are presented in terms of precision, recall and F-Measure.  

 

Table 2: Shows heart disease prediction performance with Naïve Bayes and its hybrid counterparts 

Detection Models 

Performance (%) 

Precision Recall F-Measure 

Naïve Bayes 0.91 0.89 0.899888889 

Naïve Bayes with K-Means 0.95 0.9 0.924324324 

Naïve Bayes with DBSCAN 0.97 0.92 0.944338624 

 

As presented in Table 2, the performance of the prediction models is provided in terms of precision, recall and 

F-Measure. The results of individual classifier like NB are compared with that of hybrids made up of NB with K-

Means and NB with DBSCAN.  

 
Figure 4: Performance of NB and its hybrid counterparts 

 

 

As presented in Figure 4, the heart disease prediction performance of different models is compared. Prediction 

models are provided in horizontal axis and the vertical axis shows the performance of the models in terms of 

precision, recall and F-Measure. The prediction model made up of NB is compared with its hybrid counterparts 

like NB with K-Means and NB with DBSCAN. NB with clustering methods showed better performance over 

individual NB. However, the NB with DBSCAN outperformed NB with K-Means. From the results, therefore, it 

is understood that DBSCAN has revealed better performance over K-Means as far as unsupervised learning is 
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considered. NB with DBSCAN showed Highest performance with precision 0.97, recall 0.92 and F-Measure with 

0.94433.  

 

 

Table 3: Shows heart disease prediction performance with SVM and its hybrid counterparts 

Detection Models 

Performance (%) 

Precision Recall F-Measure 

Support Vector Machine 0.88 0.88 0.88 

SVM with K-Means 0.94 0.91 0.924756757 

SVM with DBSCAN 0.96 0.93 0.944761905 

 

 

As presented in Table 3, the performance of the prediction models is provided in terms of precision, recall and 

F-Measure. The results of individual classifier like SVM are compared with that of hybrids made up of SVM with 

K-Means and SVM with DBSCAN.  

 
Figure 5: Performance of NB and its hybrid counterparts 

 

As presented in Figure 5, the heart disease prediction performance of different models is compared. Prediction 

models are provided in horizontal axis and the vertical axis shows the performance of the models in terms of 

precision, recall and F-Measure. The prediction model made up of SVM is compared with its hybrid counterparts 

like SVM with K-Means and SVM with DBSCAN. SVM with clustering methods showed better performance over 

individual SVM. However, the SVM with DBSCAN outperformed SVM with K-Means. From the results, 

therefore, it is understood that DBSCAN has revealed better performance over K-Means as far as unsupervised 

learning is considered. SVM with DBSCAN showed high performance with precision 0.96, recall 0.93 and F-

Measure with 0.9447.  

 

 

Table 4: Shows heart disease prediction performance with RF and its hybrid counterparts 

Detection Models 

Performance (%) 

Precision Recall F-Measure 

Random Forest 0.85 0.85 0.85 

Random Forest with K-Means 0.91 0.88 0.894748603 

Random Forest with DBSCAN 0.93 0.91 0.919891304 
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As presented in Table 4, the performance of the prediction models is provided in terms of precision, recall and 

F-Measure. The results of individual classifier like RF are compared with that of hybrids made up of RF with K-

Means and RF with DBSCAN.  

 
Figure 6: Performance of NB and its hybrid counterparts 

 

 

As presented in Figure 6, the heart disease prediction performance of different models is compared. Prediction 

models are provided in horizontal axis and the vertical axis shows the performance of the models in terms of 

precision, recall and F-Measure. The prediction model made up of RF is compared with its hybrid counterparts 

like RF with K-Means and RF with DBSCAN. RF with clustering methods showed better performance over 

individual RF. However, the RF with DBSCAN outperformed RF with K-Means. From the results, therefore, it is 

understood that DBSCAN has revealed better performance over K-Means as far as unsupervised learning is 

considered. RF with DBSCAN showed high performance with precision 0.96, recall 0.93 and F-Measure with 

0.9447. 

 

7. Conclusion and future work 

 

We proposed a framework known as Hybrid Machine Learning for Heart Disease Prediction (HML-HDP) for 

heart disease prediction. It exploits the power of unsupervised learning prior to supervised learning. Unlike 

traditional approaches, it tries to have clusters of data to optimize performance of prediction models. Two sets of 

experiments are made. In the first set of experiments, only supervised machine learning method along with feature 

selection is used for heart disease prediction. In the second set of experiments, in order to ascertain the impact of 

unsupervised learning on the prediction models, K-Means and DBSCAN clustering algorithms are used along with 

three supervised learning methods such as NB, SVM and RF. The results of the hybrid models are compared with 

that of individual prediction models. SVM with DBSCAN showed Highest performance with precision 0.96, recall 

0.93 and F-Measure with 0.9447. SVM as an individual prediction model exhibited 0.88 as precision, 0.88 recall 

and 0.88 F-Measure. Therefore, from the results, it is ascertained that clustering has significant impact on the 

performance of heart disease prediction models. Another observation is that SVM hybrid with DBSCAN is better 

than its K-Means counterpart. In future, it is useful to investigate further on the clustering algorithms for further 

improvement of the proposed framework. Towards this end, an ensemble of clustering approaches is to be 

investigated.  
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