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ABSTRACT 
  

The need for reliable and flexible wireless networks has significantly increased in recent years, 

according to the growing reliance of an enormous number of devices on these networks to establish 

communications and access service. Mobile Ad-hoc Networks (MANETs) allow the wireless network 

to establish communications without the need for infrastructure by allowing the nodes to deliver each 

other’s packets to their destination. Such networks increased flexibility but require more-complex 

routing methods. In this study, we proposed a new routing method, based on Deep Reinforcement 

Learning (DRL), that distributes the computations in a Software Defined Network (SDN) controller and 

the nodes, so that, no redundant computations are executed in the nodes to save the limited resources 

available on these nodes. The proposed method has been able to significantly increase the lifetime of 

the network, while maintaining a high Packet Delivery Rate (PDR) and throughput. The results also 

show that the End-to-End delay of the proposed method is slightly larger than existing routing methods, 

according to the need for longer alternative routes to balance the loading among the nodes of the 

MANET. 
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1. INTRODUCTION 

With the reliability or an enormous number of users on wireless networks to establish different 

types of communications, including the access of digital services being provided over the 

internet, and the high availability of hand-held devices that are equipped with the required 

hardware to establish such networks, this type of communications is attracting significant 

attention in recent years [1]. Establishing these networks when infrastructure is available and 

well-defined is an easy task but significantly limits the flexibility of the network, especially the 

covered region, which is defined by the implemented infrastructure. To overcome such a 

limitation, different types of Ad-hoc networks, such as the Device to Device (D2D) [2], Internet 

of Things (IoT) [3], Wireless Sensor Networks (WSN), Vehicular Ad-hoc Networks 

(VANETs) [4] and Mobile Ad-hoc Networks (MANETs) [5], are being used to establish 

communications without the need for a predefined infrastructure. In these networks, each host 
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is required to deliver the packets that are initiated by other hosts to their destination, i.e. route 

these packets [6].  

With the ability of the hosts, i.e. nodes, in ad-hoc networks to route their packets until they 

reach their destinations, the need for infrastructure is eliminated, so that, the flexibility of the 

networks increases significantly. However, with additional features come additional 

challenges, which in this case the need for complex routing techniques that can handle the 

making of complex decisions that take into consideration the movement of the hosts in the 

network [7]. Hence, several types of routing protocols are proposed for this type of wireless 

network, which can be categorized into three main categories, reactive, proactive and hybrid 

methods. In reactive methods, the source node initiates a route discovery operation in order to 

recognize the optimum route that the packet must follow to reach the required destination. In 

contrast, the hosts in the network maintain a table of the routes they can use to reach each host 

in the network, i.e. a routing table, so that, when a packet is initiated, the next hop is selected 

based on the information stored in the routing table. Different techniques are being used to 

recognize the optimal routes and maintain the routing tables, such as the Ad-hoc On-Demand 

Distance Vector (AODV) [8] and Dynamic Source Routing (DSR) [9] protocols. According to 

these specifications, the hosts in a network that use proactive routing methods are not required 

to initiate route discovery operation but are required to exchange a relatively higher amount of 

data in order to maintain the routing tables up-to-date. However, this feature allows hosts that 

use proactive routing protocols to communicate faster, as the packets are transmitted 

immediately, without the need for route discovery. By combining the features of the reactive 

and proactive methods, hybrid methods attempt to improve the performance of the network by 

reducing the time required to distinguish the route for a packet and the traffic overhead that is 

required to exchange information about the hosts in the networks. For instance, the Secure Link 

State Protocol (SLSP) [10] and the Zone Routing Protocol (ZRP) [11] divide the networks into 

clusters, where hosts information is only exchanged amongst the hosts in the same cluster while 

cluster information is exchanged amongst the clusters. 

To further improve the flexibility of the network, Software-Defined Networks (SDNs) are 

being widely used in recent years, in which a controller is designated for the task of routing in 

the networks [12]. Unlike the Base Station (BS) in wireless networks that have a predefined 

infrastructure, the SDN controller does not receive the packets being sent from the host to the 

destination. Alternatively, it only receives the information that is required to recognize the 

routes that can connect the hosts to each other, so that, it defines a route when requested by the 

source host. The use of such a controller allows the employment of more complex techniques, 

as the use of such techniques without an SDN controller can exhaust the resources available on 

the hosts. However, the use of such a topology also increases the overhead imposed by the 

routing information that is being exchanged between the hosts from one side and the network 

controller from another [12, 13]. 

One of the methods that have shown significant improvement in MANETs when used for 

routing is Deep Reinforcement Learning (DRL) [14]. Based on a reward received from the 

environment after an action is executed, a neural network is trained to predict the outcome of 

each of these actions, so that, the actions that maximize the expected rewards are executed [15]. 

Several methods of DRL exist, such as Deep Q-Learning (DQN) Dueling Deep Q-Learning 

(DDQN) and Policy Gradients (PG) [16]. Unlike DQN and DDQN, PG predicts the probability 

of selecting an action, to maximize the reward, instead of the reward expected from executing 

that action. Hence, the DRL agent learns to approximate the policy of the environment, so that, 

it can provide better interaction [17]. PG has shown significantly better performance interacting 

with environments that require complex sequential actions before recognizing the reward 
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value, which makes it more suitable for the routing process, as the packet is required to pass 

through a set of hosts before it can be delivered to its destination. In general, DRL is being 

widely used for routing in MANETs but the complex computations that are required by the 

neural networks are expected to consume significant resources from the limited ones available 

on the hosts of the MANET. 

In this study, we propose a new routing method for MANETs based on DRL and using SDN. 

The proposed method distributes the computations between the SDN and the hosts, so that, the 

amount of information being exchanged among the hosts and the SDN controller is minimized, 

as well as the computations required to be executed at the hosts. Accordingly, the proposed 

method provides more efficient employment of the resources available on the MANET, 

including the bandwidth and energy. The remainder of the paper is organized as follows: Works 

in the literature related to the topic being investigated in this paper are reviewed in Section 2 

to illustrate the significance of the proposed method; Section 3 describes the method proposed 

in this paper, how MANET data is collected and presented to the DRL model; The method is 

evaluated in Section 4 and compared to existing routing methods that are widely used for 

routing in MANETs; Section 5 summarizes the conclusions of this study. 
 

 

2. RELATED WORKS 

With the absence of a predefined infrastructure, ad hoc networks rely on the nodes in the 

network to deliver the packets to their destination. Accordingly, traditional routing techniques 

for these networks rely on broadcasting information of each node in the network to the 

remaining nodes or discover the route that can be used to deliver the packet when a transmission 

is required. In MANETs, the periodic change of the position of the node has a significant 

influence on the performance of such protocols [17]. In reactive methods, in which the source 

node discovers the route to the destination when a packet is initiated, i.e. on-demand, a node 

that can be a part of the optimal route discovered to the destination node can leave the range of 

the adjacent nodes, according to their movements, as the payload packet arrives after route 

discovery. In proactive routing methods, the network can be easily flooded with the packets 

that hold the routing information, as this information is broadcasted by each node based on its 

movement. Hence, with a high number of mobile nodes high number of update packets are 

broadcasted [18, 19]. 

In addition to the need to address the previous concerns imposed by the movement on the nodes 

in MANETs, it is also important to balance this task among the nodes by using alternative 

routes that avoid the exhaustion of certain nodes. Despite the significant extension in the 

lifetime of the nodes in the network, balancing the load among the nodes requires knowledge 

about the packets that are currently being routed, which increases the complexity of the routing 

task and the amount of information each node is required to maintain. However, by using SDN 

topology, such a routing can be achieved using different balancing methods, as all the 

information is being stored locally in the SDN controller and is not broadcasted throughout the 

network similar to the user of methods such as Least Common Multiple-based Routing 

(LCMR) [20] and Proactive Source Routing (PSR) [21] methods. In addition to the avoidance 

of exhausting a node in the MANET, the method proposed in [22] has also shown the ability 

to avoid any congestions, as alternative routes are being used when a route is found to be busy. 

By evaluating different cross-layer congestion control methods, this study shows the ability of 

SDN networks to address the load balancing in wireless networks. 

In addition to the need for load balancing, MANETs add another challenge to the routing 

procedure, which is imposed by the movements of the nodes in the network. A node that is 
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selected for a path to deliver a packet may not be within the required range when the packet 

arrives. Thus, it is important to take the speed and direction of movement into consideration 

when making such a decision, so that, a packet may be sent to a node that is expected to be 

within the required position upon the arrival of the packet and avoid that  may not be predicted 

to be there. To address this challenge, several methods are used to handle the relatively complex 

inputs and make the required routing decisions, such as Ant-based Energy-Aware Disjoint 

Routing Algorithm (AEADMRA) [23], Semi-Markov Smooth and Complexity Restricted 

mobility model (SMS-CR) [24] and Deep Q-Learning (DQN) [14]. Despite the improved 

performance of the MANET when used DQN, the authors indicate that the complex 

computations that are required by the neural network in the DRL agent can be very exhaustive 

to the nodes. Additionally, as each node is required to process the information of all the nodes 

in the MANET, there is a huge amount of information being broadcasted in the network and 

most of the computations are being executed redundantly in the nodes, as each node is 

processing the same information using the same DRL agent. Additionally, the use of DQN is 

less efficient than using PG, as the DQN is trained to predict the lifetime of the network, which 

can dramatically delay the training process, compared to PG, in which the agent learns the 

policy required to deliver the packets and avoiding the exhaustion of nodes.  

Artificial Intelligence (AI) has been attracting significant attention in recent years, according 

to its ability to automatically interact with complex environments and make the appropriate 

decisions. Reinforcement Learning (RL) is one of the AI fields that allow computers to interact 

with an environment based on the feedback from the environment, i.e. rewards, that are 

associated to the actions executed by the RL agent, based on its state in the environment, as 

shown in Figure 1. In a simple environment, the reward value for each possible action per each 

possible state can be measured and used to select the appropriate action, which is the action 

that maximizes the reward, at each state. However, in a complex environment, with an infinite 

number of possible states, such computations, i.e. brute force, are impossible to execute. Hence, 

Deep Reinforcement Learning (DRL) has emerged as a solution to this problem by using a 

deep neural network that approximates the required functions, i.e. predict the outcome of a 

state based on similar states. This approximation has enabled the use of DRL to solve several 

problems by using different approaches. Deep Q-Learning (DQN) is one of the DRL methods 

in which the reward expected for each action is predicted directly by the neural network. 

Despite the good performance of DQN in several applications, this method has shown limited 

ability to interact with environments that require a series of actions before a reward is assigned 

to the agent. Alternatively, Policy Gradient (PG) method predicts the probability of actions to 

be executed in the environment, based on the state of the agent, in order to maximize the reward 

value. PG has shown significantly better performance in environments that require a complex 

series of actions, such as [17, 25]. 
 

 

3. METHODOLOGY 

As illustrated in the previous section, there are three main components for PG in DRL, which 

are the state, agent and reward. The state is collected from the environment, by the agent, in 

order to select the appropriate action, which is then executed in the environment. This action 

changes the state of the agent in the environment, which requires the environment to return a 

new state, as well as a reward value that describes the quality of the selected action. However, 

in some complex environments, the quality of these actions cannot be evaluated until a certain 

point is reached, i.e. a series of actions is executed before a reward value is calculated. This 

reward is then distributed on the executed actions based on their position in the series by using 

a discount factor, denoted by γ. This parameter adjusts the influence of the future reward on 
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the one calculated for the selected action, so that, the reward value at time instance t is equal 

to: 

𝑅𝑡 = 𝛾𝑅𝑡+1 (1) 

 

3.1. Rewards Assignement 

During the training phase of the proposed method, a set of networks is simulated and used to 

calculate reward values for the agent, in order to improve the overall performance of the 

network. Initially, each of these networks is routed using AODV and OLSR protocols and the 

longest lifetime amongst these two protocols is selected as the control value of the MANET’s 

lifetime. This value is used to calculate the relative lifetime of the network using the routing 

decisions made by the proposed method Lp, which is then used to calculate the reward value R, 

as shown in Eq. 2. 

𝑅 =
𝐿𝑝 × 100

max(𝐿𝐴𝑂𝐷𝑉 , 𝐿𝑂𝐿𝑆𝑅)
 (2) 

According to Eq. 2, the final reward for the agent when it achieves a lifetime similar to the 

longest lifetime achieved by the AODV or the OLSR, the final reward value is 100. Although 

this lifetime is a result of all the routing decisions made using the proposed method, the latest 

decisions have more influence on the lifetime of the network, as the energy remaining of the 

nodes becomes lower, compared to when the network is initialized. Thus, a discount factor β, 

separate from the DRL’s γ, is assigned to the reward, so that, more emphasis is applied to the 

latest decisions and discounted rewards are provided to the initial decisions. These discounted 

results that are provided to the decisions made by the agent when the network is initialized, i.e. 

when it has more energy, forces the agent to seek for shortest paths to maximize the rewards, 

whereas the exhaustion of the nodes becomes more important as these resources become more 

limited by the end of the network’s lifetime. Thus, the discounted reward value for the 

successful nth set of routing decisions, which consists of multiple hops, among a total of T 

routing operations is calculated as: 

𝑅𝑡 = 𝑅𝑛 + 𝛽𝑇−𝑛 × 𝑅, (3) 

where Rn is the instantaneous reward assigned to the routing operation of the nth packet. 

This reward is then discounted using the standard RL approach and the γ parameter for each 

hop selected by the agent until it reaches its destination. The instantaneous reward of a packet 

that is delivered to its destination is zero, so that, the reward assigned to that series of hops is 

equal to the discounted lifetime reward. If the packet is not delivered, a value of -100 is 

assigned to the instantaneous reward. Hence, the reward value assigned for each hop is 

calculated as: 

𝑅ℎ = 𝑅ℎ,𝑛 + 𝛾𝐻𝑡−ℎ × 𝑅𝑡, (4) 

where Ht is the total number of hops that the packet t has traveled to reach its destination, h is 

the position of the hop in the path and Rh,n is the instantaneous reward assigned to that action, 

i.e. hop. By default, this reward is zero, unless one of the conditions shown in Table 1 are met, 

the reward per each condition is assigned for Rh,n. 

 

Table 1. Instantaneous reward values for hop selection actions. 

Condition Reward Explanation 

The packet passes through a node that it has 

already been through. 

-10 To avoid infinite loops but still allow the 

packet to go back when it reaches a dead end. 
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The proposed method selects a node that is out 

of the reach of the current node for next hop. 

-100 

To definitely avoid such behavior in future 

decisions. The selected node does not have sufficient 

energy to receive the packet. 

-100 

 

 

 

3.2.  State Representation and Decision Making 

The state of the agent in the MANET contains two types of information, one of them is shared 

among the network whereas the other is specific for the next-hop selection task. Accordingly, 

the information regarding the overall network is sent to the SDN controller, in which feature 

extraction is executed. The extracted features are then broadcasted through the entire network, 

so that, the computations that are executed to extract these features are never repeated. Then, 

the node appends the information that is required to choose the next hop of the packet and 

selects the required node. Each node reports its position and remaining energy to the SDN 

whenever it travels a predefined threshold distance from its last reported position or after a 

predefined period of time. Periodic reporting ensures that the node reports its remaining energy 

even if it is not moving or moving slowly. In addition to this information, the SDN also needs 

specific information about the MANET, such as its dimensions and the range of the nodes in 

it. Finally, to select the next hop of a packet, it is required to specify the source, destination and 

nodes that the packet has traveled through so far.  

During the training, all this information is provided to a single neural network, shown in Figure 

1, for each hop selection task. Then, when the training is finished, the parts that are marked in 

red are populated in the nodes of the MANET, whereas the green parts are maintained in the 

SDN. First, the information retrieved from the nodes is distributed in a three-dimensional array 

and inputted to the first part of the neural network, which has U architecture similar to the U-

net (UNET123). This architecture allows accurate mapping of deep features detected in the 

input, by passing this input through a series of convolutional layers to detect deep features and 

append them to the inputs of following layers. Then, a set of convolutional layers is also used 

to reduce the size of the inputs, similar to the use of artificial neural networks in compression, 

i.e. auto encoding. The output of this layer is broadcasted to the nodes of the MANET, so that, 

these nodes only append the information of the packet being routed and make their decisions. 

 
Figure 1. Illustration of the implemented neural network for the DRL agent. 

To make the proposed method applicable for all MANETs, i.e. can handle any number of nodes 

and any dimensions, each required feature is provided using a two-dimensional array, which 
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produces three-dimensional input at each side, the SDN and node, as shown in Figure 3. Each 

input array has the dimensions of 256 × 256 values, where the feature value of each node is 

mapped according to the boundaries of the MANET and the position of the node. For the 

sample MANET shown in Figure 2, five features are prepared by the SDN, based on the 

information it receives from the nodes. The first array maps a value of one at each position a 

node with sufficient energy to receive and send a packet is located. Three other arrays present 

the normalized energy remaining at each node with a time span of S seconds, positioned 

according to the position received with that measurement. Accordingly, the agent can track 

both the energy consumption and the movement of the nodes. Finally, an array with a set of 

values of ones around the center of the array with a radius that represents the normalized range 

of the nodes. 

 

 
Figure 2. A sample MANET. 
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Figure 3. SDN input to represent the sample MANET. 

For the same sample MANET, shown in Figure 2, the node C that is currently holding 

the packet being sent from A to D prepares three two-dimensional arrays to represent the 

source, destination and the path that the packet has traveled through so far. As the node C is 

out of the range of the source node A, the packet must have been through node B. Hence, the 

inputs that node C provides to the neural network are as shown in Figure 4. The positions of 

the source and destination nodes are represented by positioning a value of one at the 

corresponding array. For the path representation, a value equal to the position of the node in 

the path divided by the number of hops the packet has traveled so far is positioned at the current 

position of the node. 

 
Figure 4. Node input to represent the routing task. 

Nodes Positioning Range 

Current Energy Energy at T-S Energy at T-2S 

Source Node Position Destination Node Position Packet Traveled Path 
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The output of the neural network is a two-dimensional array that represents the probability of 

choosing any of the nodes that are in the MANET as the next hop to deliver the packet. The 

node that is closest to the highest probability is selected as the next hop for the packet. Hence, 

this layer uses the soft-max activation function, as the summation of probabilities is always 

one.. 

 

3.2.  Training Procedure 

Despite the distribution of the computations between the SDN and the nodes, it is important to 

train the entire neural network of the agent at once. To provide the agent with the ability to 

handle different conditions, it is important to use several MANETs in the training. However, it 

is also important to allow the neural network to optimize its parameters, i.e. weights and biases, 

and evaluate the new decisions using the same MANET, as changing the MANET may 

naturally change the lifetime, which can confuse the neural network during training. 

Accordingly, to train the neural network in the proposed method, a set of 1000 randomly 

generated MANETs is created and saved. This procedure allows the agent to recognize 

different scenarios, using the different MANETs, while maintaining accurate reward values, as 

the same networks are being used in evaluating the actions of the agent.  

In addition to these definitions, the lifetime of the MANET is discounted and used to produce 

reward values for each packet routing task, to emphasize the latest decisions that caused a node 

to exhaust its energy. Hence, the reward value calculated for a set of actions selected to route 

a packet at the beginning of the life of the MANET can be significantly affected by those 

executed by the end of its lifetime. Thus, to avoid severe effects of mistakes that can happen 

during the routing of the packets, a low learning rate (α) must be set for the backpropagation 

procedure, which is used to update the weights and biases of the neural network. Hence, a 

successful set of actions that efficiently deliver a packet to its destination is less affected by 

mistakes that may happen in future routing. 
 

4. RESULTS AND DISCUSSION 

The MANETs that are required for the training and evaluation of the proposed method as well 

as the neural networks of the DRL agent are implemented in Python programming language 

[26], using Sim2Net [27] library for MANET simulation and Tensorflow [28] library for neural 

networks implementation. As mentioned earlier, the proposed method is trained using 1000 

randomly generated MANETs, with the characteristics shown in Table 2. The agent is trained 

for 1000 iterations using the entire set of training MANETs with a learning rate α of 0.0001 

and discount factors γ and β of 0.99. The performance of the proposed method is illustrated by 

comparing the average lifetime, throughput, End-to-End (E2E) Delay and Packet Delivery Rate 

(PDR) for the evaluation MANETs when using the proposed method to the use of the AODV 

and OLSR protocols at different nodes speeds.  
 

Table 2. Simulation parameters. 

Parameter Value 

Medium Access Control (MAC) layer protocol IEEE 802.11 

Physical layer model PHY 802.11b 

Channel frequency 2.4 GHz 

Transmission range  270 m 

Battery capacity 3600 mAh 

Battery model Linear 

Signal transmission power 31.623 mW 
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Generic energy model PReceive: 900 mW; PTransmission: 1300mW 

Traffic type FTP(TCP) 

Node movement Random waypoint 

Random waypoint parameters Minimum velocity: 10 m/s; Maximum velocity: 

60m/s. 

Pause time 10 s 

MANET region Square 

Region dimension Min: 500 m; Max: 1500 m. 

Number of nodes Min: 10; Max: 100. 

Packet size 512 bytes. 

 

4.1. Network Lifetime 

The average lifetime of the 100 simulated MANETs is calculated for each simulated speed 

using the three protocols selected for the evaluation. The results illustrated in Fig. 5 show that 

the proposed method has achieved a significantly higher lifetime, compared to the use of 

AODV and OLSR protocols. This improvement is according to the lower overhead required 

by the packets that deliver the routing information, to the SDN, and the network state 

descriptor, broadcasted from the SDN to the nodes. Additionally, the proposed method has also 

shown less influence by the velocity of the nodes, i.e. the lifetime does not dramatically drop 

when the velocity is increased, as in the use of the other protocols. This behavior is according 

to the ability of the proposed method to consider the movement of the nodes in the decision-

making. 

 
Figure 5. Average MANETs lifetime versus speed of nodes. 

4.2. Network Throughput 

The throughput of a network is equal to the number of payload bits delivered in a second, which 

can be calculated using the formula shown in Eq. 5. This throughput is measured for the 

evaluation MANETs at different nodes speeds, as summarized in Fig. 6. The results show that 

the MANET has achieved higher throughput when using the proposed method for routing. This 

behavior is according to the less overhead required by the proposed method, which allows more 

of the MANET’s bandwidth to be used to communicate the payload packets, as well as the 

effectiveness of the method is delivering the packets. Additionally, the AODV protocol has 

also achieved higher throughput, compared to the OLSR protocol, similar to the results 

illustrated in [29]. Additionally, Fig. 6 also shows that the proposed method has shown less 

influence by the speed of the nodes, compared to the use of the standard protocols. This ability 

is a result of the use of historical data that allows the agent to recognize the speed and path that 

each node is traveling. Hence, a node can be selected based on its predicted position when the 

packet arrives rather than its current position, which is the only position that is taken into 

consideration in the existing protocols. 
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𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 × 512 × 8

𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 𝑖𝑛 𝑠𝑒𝑐𝑜𝑛𝑑𝑠
 (5) 

 
Figure 6. Average MANETs throughput versus node velocity. 

4.3. End-to-End Delay 

The E2E delay is the time required by a packet to reach its destination. The average E2E delays 

for the evaluation MANETs is computed and illustrated in Fig. 7. The results show that the 

proposed routing protocol has not been able to reduce the E2E delay, according to the need to 

use alternative, longer, routes to avoid the use of exhausted nodes. However, unlike the results 

reported in [29], the results show that the OLSR protocol has achieved faster delivery, i.e. 

shorter E2E delay, which is an expected behavior according to the need for route discovery 

when transmitting packets in MANETS that use AODV routing protocol, similar to any 

reactive routing protocol. Moreover, these results also defy the hypothesis in [14], as the more 

power-efficient protocol is obliged to use longer alternative routes to balance the loading 

amongst the nodes. However, their results show that the proposed method based on Q-Learning 

has achieved lower E2E delay. Finally, the results also shows that reactive protocols can 

achieve better routes at faster nodes, as these nodes may change their positions way faster than 

the updates required in the proactive methods. 
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Figure 7: Average E2E Delay for the simulated MANETs. 

4.4. Average Packet Delivery Rate (PDR) 

The average PDR is calculated for the proposed method and summarized in Fig. 8, which shows 

that the proposed method has achieved high PDR, compared to the existing methods. Fig. 8 

also shows that the proposed method has shown almost no influence by the node speed to the 

PDR, according to the ability of the proposed method to recognize the direction and velocity 

of each node. Additionally, the larger gap between the proposed method and the use of Q-

Learning in [14] shows that the PG is more suitable for the required task, as it has been able to 

deliver significantly more packets, which is the main aim of a routing protocol.  

 
Figure 8. Packet delivery rate for the simulated MANETs versus nodes speed. 

Provide a statement that what is expected, as stated in the "Introduction" chapter can ultimately 

result in "Results and Discussion" chapter, so there is compatibility. Moreover, it can also be 

added the prospect of the development of research results and application prospects of further 

studies into the next (based on result and discussion). 
 

5. CONCLUSION 

With the rapidly growing reliance on wireless communications to establish different types of 

connections and access a variety of services, the predefined infrastructure of these networks 

has become the limit to their operation. Ad-hoc networks have emerged as a solution for this 

problem by allowing the nodes in the network to establish communications by delivering each 

other’s packets. However, the absence of infrastructure and the ability of the nodes in the 

network to move has brought significant challenges toward routing the packets in the network. 

One of the main concerns in these networks is the efficient use of the limited resources on the 

nodes, in order to extend the lifetime of the network. 

In this study, we propose a new routing method for MANETs based on reinforcement learning. 

The proposed method aims to balance the loading among the nodes, so that, nodes with limited 

energy remaining in their power sources are avoided, even if the packet is required to travel a 

longer path. However, according to the complex computations required by reinforcement 

learning and the need for network information to be processed every time a packet is being 

routed, the computations are distributed between the SDN controller and the nodes, so that, the 

nodes send their information to the SDN, which calculates a vector that describes the network 
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and broadcast it to the nodes. The nodes then complete the computations that are specifically 

required for the packet and select the next hop. The proposed method has shown significant 

extension in the lifetime of the network, while maintaining higher throughput and PDR, 

compared to the existing protocols. However, the results show that the E2E delay of the 

proposed method has been similar, which is according to the need for using longer alternative 

routes to avoid exhausting the nodes. 

In future work, the ability to use Deep Deterministic Policy Gradient (DDPG), which is another 

type of reinforcement learning, is going to be investigated. With its ability to output linear 

values that maximize the reward value, the use of DDPG can further reduce the computations 

executed in the nodes by avoiding the use of convolutional layers and directly output the 

mapped position of the candidate next hop, using only dense layer. Dense layers are 

significantly less-complex than convolutional ones, which can further improve the lifetime of 

the MANET. 
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