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Abstract: The recent developments in the technology made by organizations have led to a quicker, simpler and 

a very accurate data analysis. The use of machine learning techniques have been exponentially increasing in the 

analysis of data in different fields ranging from medicine to defense, education, finance and energy applications. 

The machine learning techniques reduce further meaningful information processed by data mining. These 

significant and meaningful information help organizations to establish their future policies to get more 

advantages in terms of time and cost. In this paper the author has tried to present the best classification method 

by having a comparative analysis on various methods such as Logistic Regression, Support Vector Machine, 

Naïve Bayes and K-Nearest Neighbors etc. for a particular use case i.e. prediction and classification of 

transmission line faults. The author has made this analysis by utilizing both Python and MATLAB Simulink. 

This will surely help the researchers to know details such as accuracy,f1 score, mean square error etc of various 

classification methods. 

Keywords: Three Phase Fault, Logistic Regression, Support Vector Machine, Naïve Bayes, K-Nearest 

Neighbors and Line To Ground Fault. 

Introduction 

Machine learning is a significant part of artificial intelligence with respect to current advancement in 

technology. It helps computers in predicting the future events and modeling based on provided data. Recently, the 

artificial intelligence frameworks are applied for the implementation of the fault location and fault type prediction 

algorithm to obtain the complex relationship between fault prediction6,7 and feature extraction from faulty signals. 

The selection of proper machine learning tool for the classification and prediction of type of fault plays an 

important role. The accuracy and mean square error are to be noted individually for every classification tools. In 

this article, the author has taken a three phase long transmission line with pi network model and created variety of 

faults in that system. The features of both healthy and faulty system are extracted from MATLAB workspace. 

These extracted features are used as use case for the comparison of classification tools of machine learning8. 

With the innovation in technology the demand of electrical energy also increases rapidly. Hence 

transmission line faults are to be processed properly. Or else this may lead to poor reliability, power quality 

disturbances, large scale power outage etc. As per the statistics present in Table 1, the transmission line is 

mostly affected by single phase to ground fault i.e. 70%.Out of these, again 70-90% of the faults are arcing 

faults which can be predicted and protected by proper and suitable algorithms. 

Table I. Relative probability of occurrence of fault in percentage 
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Type of 

Fault 

L-G L-L L-L-G L-L-L Total 

L-L-L-G 

L-L, L-G 

% of 

occurrence 

70 15 10 5 100 

 

As seen most of the HV faults occurred at transmission line are single phase to ground fault .The three phase 

faults happen very rarely. Hence the author has taken single phase to ground fault as the faulty condition only. 

The 2nd part of the article describes about the proposed three phase transmission line system. The 3rd part 

narrates about the Logistic Regression. The 4th part explains about the Support Vector Machine. The 5th part 

describes about the Naïve Bayes classification. The 6th part explains the K-Nearest Neighbors algorithm. The 7th 

part presents MATLAB Simulation results and compares the various classification methods. The last part 

concludes the article. 

Three phase transmission line system 

As shown in fig.1,the author has simulated a high voltage three phase transmission line system over a 

length of 300km.Long transmission line with a voltage magnitude of 400kv(Ph-Ph rms) is taken only to have a 

lossless line. The fault is introduced intentionally at the mid of the transmission line. The voltage and current 

magnitudes before and after the fault are extracted from MATLAB simulation workspace. The author has taken 

single line to ground fault as the faulty condition. The phase a to ground fault is introduced at the mid length of 

the line. Hence the line voltages Vab and Vca are mostly affected by the fault. The individual line currents and 

line voltages are taken as the features. Total number of independent features used are six and the 

status(LG_fault/No_fault) of the transmission line is taken as dependent variable. In total the author has used 

these extracted features in 4 different machine learning such as Logistic Regression, Support vector machine, 

Naïve Bayes and K-Nearest Neighbor algorithms separately to know the most efficient and suitable prediction 

algorithm for the transmission line. 

 

Figure 1. MATLAB simulation of three phase transmission line. 

 

Logistic regression 

It is very efficient and does not require any computational techniques. It is very easily interpretable and does 

not require any input features to be scaled. It is also quite easy to regularize. It does not require any tuning, it also 

outputs well calibrated predicted probabilities. Like linear regression, it works quite better when we remove 

attributes which are unrelated to the output variable and also attributes which are very similar to each other. 

Feature engineering plays an important role in regards to the performance of logistic regression. Its decision 
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surface is linear, hence it can’t solve any non-linear problems. Apart from machine learning, it is much used in 

statistics, medical fields, social sciences etc. It is also called a statistic model. It is used to predict the probability 

of a certain class or event such as good/bad, yes/no, win/lose, pass/fail, alive/dead etc. The outcome must be 

discrete i.e. 0 or 1 and nothing in between. In machine learning, it is a supervised learning and output is always 

categorical type. Main aim of this method is to build a logistic relationship between independent and dependent 

variables. It is a sigmoid function and mathematically it can be derived from linear regression equation i.e. Y=β0+ 

β1X+ε. 

As the dependent variable in our use case is also binary, this method is suitable for our use case. The length of 

the dataset is 965.Total 80% of the dataset i.e. 772 data is used for training and 20% i.e. 193 data is used for 

testing purpose. 

 

Figure 2. Dataset representation through python program. 

 

 

Figure 3. Last 5 rows of dataset in python program. 

 

The status is represented in binary form i.e. 1&0. LG_fault is represented by 1 and No_fault is represented 

by 0.As shown in figs 2-3, the python program shows both type of status. 
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Figure 4. Accuracy report and mean squared error report in python program. 

 

The classification report shown in fig.4 is found to have a very good precision, f1_score and accuracy_score. 

The mean squared error is only 4.67%.This implies that the prediction made by logistic regression can have an 

error of 4.67%.However this is acceptable. 

 

Figure 5. Fault prediction result of two random data in python program. 

Fig.5 shows that most of our status predictions by using logistic regression come true. 

 

Support vector machines 

It is one of the most robust prediction algorithms. It is a supervised machine learning algorithm1. It constructs 

a hyper plane or a set of hyper planes in a high or infinite dimensional space that can be used for classification, 

regression etc. SVMs are useful in classification of images, texts and hypertext categorization, classification of 

satellite data like SAR data using supervised support vector machines. These are widely used in biological and 

other sciences. Apart from linear problems, the SVMs are also helpful for non-linear problems using kernel 

functions2.  The author has used the python program to process the use case towards transmission line fault 

prediction. The total number of independent features, dependent variables and the length of data remain same as 

before.80% of the total data for training and 20% for testing purposes are used. The suitable programming results 

a better classification report in SVM. There are varieties of kernel functions. But here the author has used linear 



Anjan Kumar Sahoo1*, Abhinna Chandra Biswal2 

2101 

kernel function for this use case. As shown in fig.6, the classification report is better than that of the previous 

algorithm. The accuracy score is 97.4% and mean squared error is only 2.6%. 

 

Figure 6. SVM initialization, classification report and mean square error in python. 

 

Naïve bayes algorithm 

It is based on Bayes theorem that is used to solve classification problems by following a probabilistic 

approach3,4. It is based on the idea that the predictor variables in a machine learning model are independent of 

each other5. 

 

P(A|B) = P(B|A)P(A)/P(B)                                            (1) 

 

P(A|B) : Conditional probability of event A occurring, given event B. 

P(B|A) : Conditional probability of event B occurring, given event A. 

P(A) : Probability of event A occurring. 

P(B) : Probability of event B occurring. 

 

The author has implemented this algorithm for the same use case with same number of dependent and 

independent features and predicted the test result in fig.7(a). 
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Figure 7(a). Gaussian function initialization, prediction result of test data. 

 

Figure 7(b). Prediction result of classification report, accuracy score and mean squared error 
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Fig. 7(c) - Model prediction probability test report. 

 

In this algorithm, we have used 80% of data for testing and 20% of data for training purpose like the previous 

algorithms. As it is observed in fig.7(b) that the accuracy result and mean squared error report of Naïve Bayes 

algorithm are 90.15% and 9.84% respectively.Fig.7(c) shows the model prediction probability. If we observe the 

x_test and y_test report then around 91% of our prediction matches with actual value and there is prediction 

mismatch of around 9%. 

 

K-Nearest Neighbors algorithm 

It is one of the simplest machine learning algorithms based on the supervised learning technique. It is a non-

parametric algorithm as it does not make any prediction on underlying data. It is also under the category of lazy 

learner as it does not learn from the training set immediately rather it stores the dataset and at the time of 

classification9, it performs an action on the dataset. 

 

Figure 8. Classification of new data point using K-NN algorithm. 

 

Suppose there are two types of data points in a dataset. The new data point can easily be categorized by using K-

NN algorithm as shown in fig.8. There is no particular way to find the best value of K. Very low value of K is 

normally not acceptable as it may introduce noise or lead to the effect of outliers in the model. Although large 

values of K are good, it may find some difficulties. 

 The process of implementation is very easy and it is more effective if the training data is very large. It 

is very robust to the noisy training data. From all point of view, this method is found to be suitable for our 
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dataset. We have taken 80% of the data for training and 20% of the data for testing. The square root of the total 

number of testing data determines the value of K. Total number of testing data is 193.Hence the value of K 

taken for this use case is 13.This is necessary to mention that there is no such definite process to determine the 

value of K. 

 

Figure 9. Python program for initialization of K-NN function, assigning of K. 

 

Figure 10. Python program showing predicted output, confusion matrix, accuracy score and mean squared error. 
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K-NN function is initialized in python environment as shown in fig.9.Without initialization; the classification 

process can’t be done. Fig.10 shows the predicted output as 0 and 1.No_fault condition is denoted by 0 and 

LG_fault condition is denoted by 1.All these values completely match with our dataset. Hence accuracy score 

obtained is 100% and mean squared error is 0%. The confusion matrix is obtained to know how often the 

classifier is correct and how often it is wrong. To explain clearly, we have represented our confusion matrix in a 

detailed manner in Table 2. 

 

Table II. Confusion matrix 

                                         

N=193 

Predicted:NO Predicted:YES  

Actual: NO TN=113 FP=0 113 

Actual:YES FN=0 TP=80 80 

 113 80  

 There are two possible predicted classes: "yes" and "no". If we are predicting the faulty condition, for 

example, "yes" would mean there is LG_fault, and "no" would mean there is no fault. 

 The classifier made a total of 193 predictions (e.g., 193 data are being tested for the faulty condition). 

 Out of those 193 cases, the classifier predicted "yes" 80 times, and "no" 113 times. 

In reality also, 80 data have the LG fault, and 113 data do not. The predicted value and actual value match as the 

accuracy score of the prediction is 100% or else both values don’t match. 

Let’s know following terminologies which are required for the accuracy and precision calculation. 

 true positives (TP): These are cases in which we predicted yes (there is fault), and there is actually 

fault. 

 true negatives (TN): We predicted no, and there is no fault actually. 

 false positives (FP): We predicted yes, but there is no fault actually. (Also known as "Type I error.") 

 false negatives (FN): We predicted no, but there is fault actually . (Also known as "Type II error."). 

The followings can be computed from confusion matrix for K-NN classifier: 

 Accuracy: Overall, how often is the classifier correct?  

o (TP+TN)/total = (80+113)/193 = 1 

 Misclassification Rate: Overall, how often is it wrong?  

o (FP+FN)/total = (0+0)/193 = 0 

o equivalent to 1 minus Accuracy 

o also known as "Error Rate" 

 True Positive Rate: When it's actually yes, how often does it predict yes?  

o TP/actual yes = 80/80 = 1 

o also known as "Sensitivity" or "Recall" 

 False Positive Rate: When it's actually no, how often does it predict yes?  

o FP/actual no = 0/113 = 0 

 

 True Negative Rate: When it's actually no, how often does it predict no?  

o TN/actual no = 113/113 =1 

o equivalent to 1 minus False Positive Rate 

o also known as "Specificity" 

 Precision: When it predicts yes, how often is it correct?  

o TP/predicted yes = 80/80 = 1 

 Prevalence: How often does the yes condition actually occur in our data?  

o actual yes/total = 80/193 = 0.41 
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Result & Discussion 

 

As discussed in previous section, we have simulated a high voltage three phase long transmission line over 

300 km. using MATLAB. The fault10 is introduced at the mid length of the line. Fig.11 shows the waveform 

of three phase line voltage without any fault.Fig.12 shows the waveform of three phase line current without 

any fault. The complete system is simulated after the occurrence of the LG(Phase A to ground) fault. The 

corresponding waveform is presented in fig.13.It is clearly observed that the line voltage Vab and Vca are 

affected but line voltage Vbc is not affected at all as the fault is from Phase A to ground. 

   However the author has collected all the fault related information in the required 

form and implemented most popular four different machine learning classification algorithms to know most 

suitable algorithm from accuracy and precision basis. For the ease of analysis, the author has made a clear 

comparative representation in tabular form in Table 3 and graphical form in fig.14.From both type of 

representation, it is crystal clear that all methods are quite good but k-NN method is most suitable for our 

dataset. It gives 100% accurate prediction. 

 

 

Figure 11. Three phase line voltage waveform without any fault. 

 

Figure 12. Three phase line current waveform without any fault. 
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Figure 13. Three phase line current waveforms during LG fault. 

 

Table III. Result analysis of classification algorithms. 

Algorithm/Results Logistic 

Regression 

Support Vector 

Machine 

Naïve 

Bayes 

K-

NN 

Correctly classified 184 188 174 193 

Incorrectly 

classified 

09 05 19 0 

Accuracy 95.33 97.4 90.15 1.0 

Mean Squared 

Error 

4.6 2.6 9.85 0.0 

 

 

Fig. 14 - Graphical result analysis of classification algorithms 
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Conclusion 

These days it is quite unavoidable to use soft computing due to rapid increase of amount of data to be processed 

in parallel. By using different machine learning techniques, it is quite easy to make accurate prediction about the 

future results to the data made available for processing. In this article, the author used various classification 

techniques on three phase long transmission line fault data and concluded that most appropriate algorithm for 

the classification of fault data is k-NN algorithm. It is called k Nearest Neighbor algorithm. This study will 

definitely be useful for different organizations and individuals working in all such related areas. 
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