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Abstract: This paper presents a detection technique for cyberterrorist suspected activities in the websites by using Krill Herd 

and Simulated Annealing algorithms. There were 1,700 dataset used with 10 cross-validation for training and testing from 

Tawhid, Islamion and Alemarah News websites. Based on the experiment conducted, this proposed detection technique has 

produced 84.9% accuracy rate, which has outperformed with the benchmark work. This paper could be used as guidance other 

researchers with the same interest. 
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1. Introduction 

  

Nowadays there are so many information could be accessed from the websites. The most worrying would be 

on the increase of cyber-terrorist activities in websites. Nowadays, information distributed electronically 

comprising of terrorism content and keywords are considered to be a driving factor in the recruitment and 

radicalisation of innocent civilians globally. Further, information may be used to influence radicalised behaviour 

to become actively involved in terrorism activities in other countries and even decide to fight with other terrorism 

groups overseas. Additionally, the vast amount of online data has made it virtually impossible for authorities to 

investigate online media for examples Facebook, web pages and messaging possibly related to terrorism activities 

or containing terrorism propaganda and other content. Based on works by [1,2], this paper defines a terrorist as 

any action is intended to harm others based on any ideological motivation to justify their crimes. It is called as 

cyber-terrorist when the terrorist uses the Internet to spread his ideology that threatens and caused violence. Lack 

of expertise and efficient technique to detect Arabic word in website that is related or suspected with terrorist 

activities is the urge of this paper. This paper aims to detect terrorism web content by extracting terrorism keywords 

and to reduce a large number of features by applying krill herd and simulating annealing. 

 

This paper is presented based on the following sections. Section 2 discusses the main related works in the 

domain of feature selection (FS) and cyber terrorists. Section 3 discusses the methodology, while section 4 presents 

the finding for this paper. Section 5 concludes this paper together with future work.  

 

2. Related Works 

  

The extraction process in this paper aims to extract the most related words from text based on certain methods, 

such as by extracting the sense of each word using Arabic WordNet, which is the database of the vocabulary and 

senses of words [3]. Another example of the extraction process is the extraction of all words following a pre-

processing stage called the “Bag of Words”. On the other hand, training features called feature selection is a method 

used to reduce the number of features (terms or words) which are unimportant or irrelevant to the topic. Moreover, 

the more popular feature selection is called meta-heuristic feature selection, which is split into two parts: local 

search and global search optimisation feature selection. As an example of global search optimisation is harmony 

search (HS) and krill herd (KH). The KH is designed to determine the optimal solution by increasing krill density 

and achieving the optimised solution of features. After that, the content classifier process can be employed to 

classify or label the new, unseen word problems associated with ‘terrorism’ or ‘non-terrorism’.  

  

Typically, two methods are used to represent a ‘text’ as a set of features, which are (i) Bag-Of Words (BOW), 

which involves using single words or phrases as features or n-gram, (ii) Word Level n-gram, which involves using 
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a sequence of words or characters (Character Level n-gram) of length n [4]. However, one of the weaknesses that 

normally arises from building the text classifier (TC) system is associated with handling the enormous number of 

features, which can easily reach a magnitude in the tens of thousands [5-7]. Accordingly, to reduce this feature 

space dimension, many information retrieval techniques have been used, ranging from Stemming, Stop-words 

Removal and Feature Selection (FS). FS techniques, such as Mutual Information (MI), Chi-Square Statistic (CHI), 

Information Gain (IG), GSS Coefficient (GSS) and Odds Ratio (OR) are used to reduce the dimensionality of the 

feature space through eliminating the features that are considered irrelevant for a particular category [8-13]. 

However, FS is characterised with certain weaknesses in ignoring the relationship between the features [14]. Hence 

this paper aims to increase the accuracy of the Arabic web content of terrorism keywords extraction and improve 

the FS is by combining krill herd and simulated annealing. 

  

Currently, there has been an increasing trend related to the web globally, associated with the classification of 

data and in determining a predefined category of natural language webs (content web classification) [14]. The 

categorisation of news articles into topics, such as politics and sports is a classic example of content classification. 

Notwithstanding, the efficiency of a classification system is based on the performance of the extraction process 

and FS employed [15]. As such, gathering a magnitude of terms for extraction, features can consume much time 

and be expensive. Therefore, the present study will select examples from pools that are labelled using enhanced 

content classifiers instead of extracting all terms. In other words, this research extract 'the most related words to 

terrorism webs' and uses FS for labelling in building the training set [14, 16]. 

  

The text classification is part of Machine learning (ML) can be split into two parts: supervised and unsupervised 

learning [14]. Previous studies have indicated that both learning methods are used for ML in which the former, can 

be described as the task of generating mapping from a supervised or labelled training data to an output of classes 

or predictions. The main application of this type of learning is in the classification of tasks, where the goal is to 

create a function from the input objects to output values called labels or classes. In the classification of tasks using 

the ML approach, the main notion is to collect a set of examples, including classes by manually labelling some the 

examples as terrorism or non-terrorism. The set of labelled examples is known as a training set of terms upon 

which the classifier will be used with the training set of features in order to generate a mapping from the examples 

that have been labelled [7-13,15-17].  

 

Based on the challenges highlighted and discussed, this paper has proposed krill herd and simulating annealing 

to detect terrorism web content by extracting terrorism keywords.  

 

3. Methods 

 

The whole steps involved in this paper as displayed in Figure 1 and Figure 2. The experiment is simulated 

using MATLAB, with the results evaluated based on the accuracy rate. 

 
Figure 1. Flowchart of the Arabic web content detection 
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Figure 2. Summarisation of the Methods Involved.  

 

4. Findings 

 

This section assesses the keywords with a sense of BOW that were employed for the extraction, using the krill 

herd combined with simulated annealing as a feature selection (interleave). However, the experiments and 

evaluations conducted in this research were based on the actual dataset. The results obtained in this particular study 

were made available by the average of all findings from executing the algorithm 20 times (in drawing a fair 

comparison). To make the comparison, the algorithm was applied 1,000 times [ iterations] for all the respective 

runs. The parameter for KH, for each dataset, parameter was set to NK = 6, and the Vf = 0.2, which is the Foraging 

Motion. Table 1 shows a summary of the results of the new number of features using SVM classifier selections 

and the proposed extraction of using keywords and sense of BOW. Combining KH with SA and the best results 

for the number of feature selections compared with other optimization as feature selection is shown. 

 

Table 1 Summary of the New Number of Features using SVM Classifier Selections and Proposed Extraction 
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DS1 
10880 5943 6498 7157 7245 7256 8034 

DS2 
12923 7136 9367 8927 9128 9587 7983 

DS3 
10855 6829 6726 8469 7483 7106 9438 

Table 2 shows a summary of the results for the SVM classifier's performance using feature selections and the 

proposed extraction method. The results show that the accuracies achieved with interleave acquired the best 
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accuracy of 84.9% for the DS2 dataset. The second-ranking was for the interleave based on the dataset DS1 with 

an accuracy of 80.1%.  

 

 

Table 2 The Performance of SVM Classifier using Feature Selections and Proposed Extraction 

 
 interleave KH SA GA PSO HS 

Dataset 
 

accuracy 

DS1 
 80.10 77.61 60.80 60.88 59.40 59.00 

DS2 
 84.90 73.12 73.01 72.34 71.55 72.01 

DS3 
 75.10 70.64 71.98 68.41 68.10 66.30 

 

  Table 3 shows a summary of the results of the new number of features using the KNN classifier selections 

and the proposed extraction of using keywords and sense of BOW. The interleave of combining KH with SA and 

the best number of feature selections is compared with other optimizations. 

 

 

Table 3 Summary of the New Number of Features using KNN Classifier and Proposed Extraction 
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Table 4 shows a summary of the KNN classifier's performance using feature selections and the proposed 

extraction method. The results show that the accuracies achieved with interleaving had the best accuracy score of 

79.8% for the DS1 dataset. The second-ranking was for the interleave, based on the dataset DS3 with an accuracy 

of 74.8%. The table shows that the interleave scored in DS2 was 70.21%.  

 

 

Table 4 The Performance of KNN Classifier using Feature Selections and Proposed Extraction 

 
 interleave KH SA GA PSO HS 

Dataset  accuracy 

DS1 
 79.8 73.66 58.02 60.1 62.27 61.2 

DS2 
 70.21 67.91 59.9 59.29 61 65.39 

DS3 
 74.8 71.02 70.9 70.1 70.9 70.9 

 

Table 5 shows a summary of the new number of features using NB classifier selections and the proposed 

extraction method of using keywords and sense of BOW. The interleave of combining KH with SA was the best 

in the number of feature selections compared with other optimizations as feature selection. 

 

 

Table 5 Summary of the New Number of Features using NB Classifier Selections and Proposed Extraction 
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DS1 
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Table 6 displays a summary of the NB classifier's performance using feature selections and the proposed 

extraction method. The results show that the interleave accuracy achieved with the best accuracy of 80.3% for the 

DS2 dataset. The second-ranking was for the interleave based on the dataset DS1 having an accuracy of 78.1%. 

The table shows that the interleave scored in DS3 was 70.9%. The best minimum number of features with accuracy 

was related to the interleaving, as mentioned in Table 18. 

 

 

Table 6 The Performance of NB Classifier using Feature Selections and Proposed Extraction 

 
 interleave KH SA GA PSO HS 

Dataset  accuracy 

DS1 
 78.1 72.34 66.4 63.8 62.3 68.9 

DS2 
 80.3 66.8 58.87 59.86 63.4 67.51 

DS3 
 74.9 72.89 70.97 71.7 70.1 71.1 

 

Based on Tables 1 to 6, the SVM classifier was better than the other classifiers and interleave as a feature 

selection better than other optimization as feature selections. On the other hand, the combination between proposed 

extractions on the proposed feature selection enhanced the content classifier's performance of Arabic web content 

classification. The major portions covered in this section determined all the near-optimal features and the selection 

of all the optimal features. Regarding the fitness function, which is given in the criteria, determining all the features' 

values was available in a specific classifier for the different classes and category types.  

 

 

5. Conclusions 

 

In considering all the algorithms, SVM had the best performance, and NB was better than KNN. Depending 

upon the behavior of all classifiers that were obtained, the meta-heuristic, such as HS feature selection, helped 

determine the problem and resolve the gaps. The HS algorithm HS's reaction was demonstrated in this paper, which 

was based on the fitness function as the evaluation measure. Here, it was found that the high level combining KH 

with SA had the worst performance compared with the low level of combining KH with SA and interleaves of 

combining KH with the SA proposed feature selection. A conclusion can also be made from this particular 

observation, revealing that content classification can be performed well with all optimal features generated using 

the interleave. This paper suggests some directions for future research; future studies should try to find out the 

results for the new stages available in the extraction methods called the pragmatic of 'Bag-of-Narratives,' focusing 

on conweb-aware and intent-driven. These pragmatic curves play an important role as a key for analyzing tasks 

such as sentiment analysis, known as a concept in which a negative connotation is generally taken into account. 

Therefore, future research could find a new way to find the best parameters setting, which is better than a scenario. 
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