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Abstract: All over the world, there are heavy cases of COVID-19 patients those exhibiting the symptoms. In a very short period 

of time, this pandemic virus has become drastic across the country. A fast detection of corona spread is necessary for both the 
infected and uninfected person for the further spreading. The preexisting techniques used methods like Linear Regression, 
Support Vector Machine (SVM) and Naive Bayes are not producing better results. Our aim is to bring out better outcomes and 
to produce good accuracy. Instead of machine learning we opt for deep learning approaches in our work. Image preprocessing 
will be done by Histogram Equalization algorithm and further the image classification is done by Convolution Neural Network 
(CNN) architectures such as VGG-16 and ResNet-50 by using 350 images of X-ray datasets. From the comparison, VGG-16 

produce better train and test accuracy of 92% and 98.4% .Hence the accuracy of VGG-16 was further tuned using Hyper 
Parameter Optimization using Tensor Board which produces better outcomes. 
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1. Introduction  

The pandemic novel corona virus (COVID-19) has resulted in economical contingency and healthcare issues. 

The whole world suffered from this virus, not only in one specific country. It was initially identified from Wuhan, 

in China in December 2019. At the month of January the WHO has announced a statement the spreading of 

COVID-19 to be a part of International solicit from public health emergency control[1]. In several countries many 

scientists are doing research but they didn’t discover any vaccines. The fast detection of spread is necessary for 

both the infected and uninfected person for the further spread. It is transmitted from one person to another person 

who contacts an infected person like a chain process. In the diagnosis of these epidemic doctors, nurses and 

hospital staffs play a vital role while there is severe situation. Rise in temperature, High Fever, cold, Sore throat, 

Head ache, Loss of smell , Fatigue, Dry cough, Tiredness are the symptoms for the deadly spreading corona 

virus[2]. Initially the people get affected by throat infection as the symptoms for the novel corona virus disease, 

and suddenly people face difficulty in breathing. These will take 5-6 days to show that the person gets infected 

with corona virus. People with mild symptoms will recover soon by taking home remedies. It will be severe for 

the person who is affected with diabetes, heart problems, lung cancer, asthma etc... This makes high risks of 

mortality in patients. 

COVID-19 can medically be diagnosed on the basis of symptoms. In addition to laboratory testing, the swabs 

taken from the nose and throat then chest Computed tomography images are useful in diagnosing COVID-19 in 

individuals with high clinical infections. In order to diagnose the disease effectively, researchers and medical 

analyst have developed many approaches like Machine learning techniques. The existing work is applicable for 

particular region, and gives less accuracy in forecasting the upcoming cases[3]. In our work, to enhance accuracy 

in prediction, Deep Learning method is preferred. As DL gives a hopeful result in wide scenarios, recently it has 

also entered into the domain of medicine for achieving better accuracy. CNN, one of the famous DL model 

emerged being the best in image classification and gave surprising progress. Multiple outperforming pre trained 

models such as Alex Net, VGG16, Google Net, ResNet50, Squeeze Net and many more available to gain the 

hopeful result[4]. 

 The significance of this paper is to collect the COVID-19 dataset and to improvise the image appearance, 

using histogram equalization, in turn to classify the covid affected person X-ray and non covid persons X-ray 

images with far above the ground accuracy, with the help of hyper parameter optimization using tensor board. 

The remaining part of this paper is planned as Chap 2 present the related work carried out in the existing paper. 

Chap 3 explains the brief discussion about the proposed work done for the classification of covid-19 patients 

Chap 4 discuss about the works mentioned where the results achieved and conclusion of the whole paper was in 

Chap 5. 

2. Related Work 

A Squeeze Net data based light CNN model is preferred in this work. The work classifies the covid and non 

covid x-ray images using a dataset of 2758 images. Where 60% was used for training, 20% was used for test and 

20% was used for validation. The resultant method brings accuracy of 85.03%[5].VGG-16 have compared with 
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different CNN models like ResNet18, ResNet50 and Squeeze net. The dataset contains 2905 images with three 

class labels like covid, non covid and pneumonia. The dataset was divided in the fashion of 80:20 train and test 

ratio. The proposed architecture exceeds the current prediction accuracy and gave the highest accuracy of 

92.7%[6].Multi Objective Differential Evolution (MODE) based CNN model was compared with popular 

architecture likes CNN, ANN and Adaptive Neuro-Fuzzy Inference System (ANFIS).Where their proposed 

design achieves an accuracy of 95.8%. 5000 CT scan images with 60:40 test train ratio which belongs to two 

different classes labels[7].  

Among various deep learning model, Xception is differentiated with Inception V3, ResNeXt by using 6432 

chest x-ray images. Three class labels like covid, non covid and pneumonia were classified using Xception has 

emerged an accuracy of 97.2%[8].The categorization of covid and non-covid patients using DenseNet-16,VGG-

19 and ResNet-50 architectures with the dataset of around 1000 CT scan images was experimented. Among them 

VGG-19 achieves better accuracy of 94.5%[9]. 

 ResNet-50,GoogleNet and ResNet-18 architectures are used for categorization of covid, non covid and 

pneumonia patients using X-Ray dataset containing 3850 images in the ratio of 50:30:20.Among them ResNet-

18 achieves better accuracy of 97.5%[10]. InceptionV3, ResNet-80, DenseNet-121and few more models are used 

for the categorization of covid and non-covid patients using ensemble of transfer learning. X-ray image dataset 

was used in the ratio of 60:25:15 for train test and validate. The result shows that ensemble transfer learning 

provides a better accuracy than normal transfer learning strategies[11].  In this paper ResNet-18,ResNet-80 and 

DenseNet-121 are used along with Genetic DCNN for around 5000 X-ray image dataset in the labeling of covid 

and non-covid patients. GDCNN achieves outperforming accuracy of 95%[12]. 

AlexNet,VGGNet-16,VGGNet-19,ResNet-50 and GoogleNet algorithms was used to identify  the 

categorization of covid and non covid patients using Ct radiography digital images dataset containing 850 images 

.Among them ResNet-50 achieves better accuracy of 85.5%[13]. In this paper a lightweight CNN architecture 

was proposed and compared with ResNet-50 along with augmentation techniques like DC-GAN for the labeling 

of covid and non-covid patients using nearly 3900 X-ray images dataset and the proposed model achieved better 

accuracy of 96%[14]. Deep CNN model, CVDNet is used in this work for recognize COVID-19 patients as 

normal & pneumonia affected persons using chest x-ray images .They used 1341 normal images, 219 covid 

images, 1345 pneumonia chest x-ray images. Residual neural network model was used. It was mainly constructed 

to capture global and local features of input images by using various Kernel sizes. The accuracy acquire was 

96.69%[15]. 

Hyper Parameter Tuning  Inception  (HPTI-V4) model used for classification and detection of Diabetic 

Retinopathy from fungus images. The histogram and Inception v4 are the feature extraction process involved in 

segmentation process. The Bayesian Optimization technique is used for Hyper Parameter tuning in Inception v4. 

The HPTI-V4 acquires best accuracy of 99.49%[16]. DETL  method was used to screen covid images. The 305 

x-ray images were used; it is acquiring from four open source database. Class labels are normal, pneumonia, 

covid, other disease. The Grad-CAM is used for detection transparency to get more attention in classification. It 

results with best accuracy of 90.13%[17]. 

3. Proposed Model and Algorithm 

3.1 Dataset Collection 

For our work the dataset used was taken from kaggle. The compiled data set used is an open source which 

recently comprised of 350 X- Ray images of patients. We classify X-ray images into two parameters as NORMAL 

and COVID. For testing purpose we have transformed the images in the ratio containing of 70% of training data 

and 30% of testing data. 

 

     Figure: 3.2.1 Proposed Architecture 

3.2 Dataset Preprocessing 

For converting the data into uniform size pre-processing concept is used therefore, we have resized the original 

images into the similar size of 224*224.The finalized input for the model is to be proposed as 224 ×224 ×3 image. 

Further those images are preprocessed using histogram equalization algorithm. 

3.3 Histogram Equalization 
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 Histogram Equalization is an image processing technique which was used to improve the contrast in images. 

This will gain a high contrast image from the areas of lower contrast images. A color of an image represents the 

number of pixels in each type of a color component for given images. 

 

    Figure: 3.3.1before Histogram Equalization 

 
              Figure: 3.3.2after applying Histogram Equalization 

From the above figures 3.3.1 and 3.3.2, it clearly shows the contrast of the images are gained higher after 

applying Histogram Equalization algorithm, this higher contrast images tends to classify the images much better 

than with the lower contrast images. 

3.4 Architecture 

There are many variants of DL architectures are developed such as AlexNet, VGG16, GoogLeNet, ResNet50, 

SqueezeNet and many more  to produce an outstanding performance. Here in our study we used VGG-16 and 

RESNET50 to find the x-ray images as COVID or NORMAL. 

3.4.1 VGG-16 

The Visual Geometry Group(VGG), a Convolutional Neural Network model developed by K.Simonyan and 

A. Zisserman. In VGG-16, a number 16 represents total layers of 16 which have the same weights. 

 

   Figure: 3.1.1abstract form of VGG – 16 architecture  

It contains Convolution and pooling layers. It is utilized to prepare on more pictures.VGG-16 was acquainted 

with diminishing the parameters in the convolution layers and enhanced preparing time.The complexity of the 

network regulated by VGG-16.  
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 Figure: 3.1.2Architecture of VGG-16 

 In the above figure, the blue layer indicates max-pooling layers along with the activation function i.e., 

ReLU. Each and every red rectangle column indicate the convolution layers. The layers of VGG-16 were sorted 

in the order of image pre-processing; the input image size was changed to 224x224 pixels. The network was 

trained with varied batch size and with 10 epochs. At the output, the input images were re-sized to number of 

pixels along with accuracy.  

3.4.2 ResNet-50  

ResNet-50,a CNN with 50 deep layers. It is used as a deep transfer model for future extraction. From the 

loaded pre-trained Image Net database which have been trained for million images. The network has an image 

input size of 224x224. 

  

  Figure: 3.2.1abstract form of ResNet-50 architecture 

 

Figure: 3.2.2Architecture of ResNet-50 
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A residual neural network is a subgroup of residual networks used to train million images. ResNet-50 will be 

useful for image classification in predicting the COVID-19 patients. It used skip connection to pass information 

over layers to layers allowing researchers to build deeper networks. Skip connection helps the network to 

understand global features. The ResNet-50 composed of 5 stages with each block having convolution and identity. 

Each convolution and identity blocks has each of 3 convolution layers. This architecture is used to enhance the 

model performance and to bring down the training time. At the output, the input images are re-sized to pixels. 

3.5 Hyper Parameter Optimization 

The parameters which are set by the user before the training starts are known as Hyper Parameter. Using 

various Hyper Parameter techniques such as learning rate or drop out, optimizer, weight size for building various 

deep learning models. It aims to find the right combination of various parameters and to find either minimum or 

maximum accuracy of a function. The accuracy of the pre-trained model is increased using this Hyper Parameter 

Optimization technique. 

In Tensor Board, the HParams Dashboard helps in identifying the best experiment sets of hyper parameters. 

The steps to be followed are: 

1) Summarize the experimental setup and HParams. 

2) To log hyper parameters and metrics apply Tensor Flow runs. 

3) Starting and logging the runs all under the one parent directory. 

4) In Tensor Board’s HParams dashboard the results will be visualized. 

 

Figure: 3.4.1Tensor board’s HParams Dashboard 

4. Result & Discussion 

We have applied a dataset of 350 X-ray images which are taken from Kaggle with 2 class labels. The below 

table with graph clearly shows that the training and test accuracy using VGG-16 and ResNet-50 architecture 

before and after applying a Histogram Equalization algorithm. 

Table 1.Accuracy without Histogram equalization 

Architecture Train Test 

VGG-16   95    87.86 

ResNet-50   49  83.81 
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   Figure: 4.1 Graph Representation for without Histogram equalization 

    Table 2.Accuracy with Histogram equalization 

   Architecture   Train   Test 

VGG-16 92   98.4 

ResNet-50 46  73.68 

 

  

  Figure: 4.2Graph Representation for with Histogram equalization 

With the comparison between two architectures, VGG-16 provides the best accuracy. Further the VGG-16 

architecture was tuned using the HyperParameter Optimization using TensorBoard and which gave a promising 

performance increase. 
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Table 3.VGG-16 with Histogram Equalization 

Table 4.VGG-16 without Histogram Equalization 

Table 3 and Table 4 shows the comparison between the hyperparameters like batch size, optimizer and dropout 

and clearly shows which gaves better accuracy at which situation in VGG architecture. It also compared the VGG 

models trained using original dataset as well as histogram equalized dataset.  

5. Conclusion And Future Work 

The various architectures like VGG-16 and ResNet-50 are compared and showed VGG-16 gains a higher 

accuracy of 87.86% without preprocessing algorithm and 98.4% with histogram equalization algorithm. For 

further improvement in classification accuracy Hyper Parameter Optimization was done with the help of hyper 

parameters like number of units, optimizers and dropout. This further increased the final accuracy to a notable 

value. This work can be extended further with an increase in the dataset size using techniques like data 

augmentation and Generative Adversarial Network to achieve good results. Even this can also be extended with 

considering few other hyper parameters for optimization along with other data preprocessing methods. 
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