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Abstract— Network security is one of the important issues that should be handled carefully and security to our data and 
important information is necessary when communicating with outside world over the internet. We have so many examples of 
the attacks that have been happened in the past and threatened a huge loss to the world. Over the years, a lot of work is done in 
this area and many security systems are developed, many security algorithms are implemented which have strong security 
fundamentals. Also, these systems have proven strong at the time of highly insecurity incidences or attacks. But, the problem 
is still there in identifying the malicious node entry in the network correctly without any false positives or false negatives, also 
within quick time before getting any type of access to the network by such malicious nodes which are also called as intruders. 
We need a system which should be operating faster even in heavy incoming network traffic scenarios, and generating correct 
identification of the intruders as well as giving easy, faster network access to non intruders or normal connecting nodes by 
correctly identifying them as normal nodes. In this research work, we are carrying out the implementation of the Intrusion 
detection System (IDS) model which performs faster as well as classifies the communicating nodes correctly as intruder or 
normal user. This IDS model is being implemented in two phases, hence a Two Phase Intrusion Detection System, abbreviated 
and named as TP-IDS model. We are using the machine learning techniques to develop this model, which makes this model a 
strongly secure IDS model and helping to better identify the known as well as unkown attack. We are using first phase for the 
identification and second phase for the validation of the first phase results of our model, which provides high accuracy. In first 
phase of the IDS we are using Support Vector Machine (SVM), k Nearest Neighbor (kNN) and in second phase we are using 
Decision Tree (DT), Naïve Bayes (NB) for first phase validation. Also, the issue of efficiency is handled by  underlying data 
processing infrastructure, which is HADOOP that increases efficiency or speed of the TP-IDS.  
 
Keywords— accuracy, efficiency, intrusion detection, machine learning, security, TP-IDS 

 

I. INTRODUCTION 
Intrusion Detection System (IDS) is the monitoring system, which continuously monitors to the incoming network 
traffic to detect the unauthorized & malicious node network access, If any. The purpose of the attack can be, to 
attack the host system or to enter into the network as a malicious node entry and harm the network devices or 
important assets of the organization. Based on this, IDS can be categorized into two types as host based intrusion 
detection system (HIDS), network based intrusion detection system (NIDS)[1]. In host based IDS, the IDS 
continuously monitors the system’s security for attacks and it is installed in the host itself. We do not require any 
special equipements or hardware for the system setup[1]. In network based IDS, the IDS monitors the network 
traffic for security attacks and detects the malicious requests to enter the network. In Network based IDS, IDS can 
act as a gateway for the network or can be setup between network and the server[1]. We herewith are focusing on 
the network based IDS. It is important from the security point of view, to detect the malicious nodes which are 
called as intruders, before they enter into the network. 

The IDS are of twor types, based on detection capability. The IDS which uses the pattern matching and 
identifies the attacks which are previously encountered & detected by the system or which are known attacks, such 
IDS type is called as misuse detection systems. Misuse detection systems are also called as signature based IDS or 
knowledge based IDS[2]. The IDS which identifies unknown malicious behaviors which are different from the 
normal standard behaviors, are called as Anomaly detection systems, which is the another type of IDS[2]. Because 
of the nature of the Anomaly detection system to identify the unknown behaviors, it has been very popular and the 
topic of interest for the researchers. Anomaly detection systems have an advantage over misuse detection systems, 
that, Anomaly detection systems can detect unknown attacks also, where as Misuse detection systems fail to detect 
the unkmown attacks. Hence, we are considering the implementation fo Anonmaly detection syste. So, herewith 
in this research work, we are focusing on the implementation of network based anomaly detection system to detect 
both known and unkmown attacks. Much of the research work is done in this area, but the results are still not 
satisfactory, the major problems we are facing in the existing anomaly detection systems, are, false positives and 
false negatives, also the time required for the detection of unknown attacks is more than the ideal time, that is 
important, before the intruder harm the network or systems. In this work, we are working to develop a model of 
IDS which will overcome these issues of false negatives, false positives and the time required for detection of the 
intruder. False positives are the network traffic input of normal behavior, which is detected as a malicious 
behavior[3]. False negatives are malicious nerwork traffic input, which is detected as a normal behavior pattern[3]. 
In both the cases, it is important that, network access should be given to the normal user or genuine user and 
blocked for the malicious user or intruder. To implement this, we should develop the IDS system which can easily 
identify such behaviours without any false positives and without any false negatives. 
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 Many researchers have taken efforts to develop the IDS systems with different techniques. But, the 
machine learning is the mechanism which can help us to achieve the IDS model with better accuracy and efficiency, 
also the accuracy of the model will be increased with the use in the operating environment. Machine learning with 
big data helps in improving the computation time and accuracy of the system[4]. Machine learning helps the system 
to get trained for the different patterns for categorization. In our system, the model accepts the different kind of 
network traffic inputs and categorizes it as an attack or normal traffic. Also, while doing this, the model learns to 
identify the input patterns from time to time and hence, it helps the system to tune its accuracy. Machine learning 
helps the system to improve accuracy automatically without writing any explcit code for it[5]. Also, it is done in 
less time also to maintain the timeliness of the system, if proper system structure is organized for the development 
and execution of the system. In IDS model, if we want to achieve the accuracy, then we can not rely on any single 
technique[6], a combination of techniques forming a model is necessary for getting the desired accuracy in the 
system. We, have so many methods available in machine learning, that can be used for the IDS model building. 
But, as per survey, we have identified the research gap and the well performing methods are grouped together to 
form a model, so that the disadvantages of one method will be compensated by the presence of another method in 
the model and vice versa. As per our survey, we found four different useful machine learning techniques, which 
can help us to improve the accuracy of the model to the highest extent. The techniques are Support Vector Machine 
(SVM), k Nearest Neighbor (kNN), Decision Tree (DT) and Naïve Bayes (NB) classifier. Over the time, these 
methods are proved to be very useful for generating better results in the models. This is for accuracy purpose only. 
Another question arises, when we use such four different methods as a part of the model, will it affect the 
performance speed of the system?, yes it will. But, to avoid this problem and in fact increase the speed of the 
system to supreme level, we will use the fastest underlying architecture. The name of this architecture is Hadoop 
Distributed File System (HDFS). HDFS is the massively parallel and distributed data processing architecture, 
which unbeilievably increases the system speed to fastest level. With this type of combinations , we are trying to 
achieve the higher accuracy with very less time execution requirements. Hence, we will implement the accurate 
and efficient IDS system at the end of this article. 
 

II. LITERATURE SURVEY 
We have carried out the survey to find out the existing implementations in IDS using machine learning techniques. 
During this study, we tried to find out, the IDS models proposed by the researchers with the use of machine learning 
techniques. We have noted down the assumptions in the research work carried out, the dataset used, the accuracy 
and performance results of the IDS systems. 

In [7], Bahlali has evaluated the performance of anomaly-based NIDS by using multiple machine learning 

algorithms like linear regression (LR), decision tree (DT), Random Forest (RF) and Artificial Neural Network on 

the UNSW-NB15 dataset. It is observed in the results shows that ANN gives better overall performance with 

correct classification and less false negatives. The major problem here, is that, USNW-NB15 dataset is used which 

has several issues such as imbalanced classes and the recorded malicious traffic. From this, it can be concluded 

that, only the seen attacks will be identified and system fails to identify the unseen aatacks. Also, the accuracy in 

classifying the network traffic is less which is near to 77, this is for multi classification. Hence, the methods used 

with the dataset USNW-NB15, does not give the desired accuracy and efficiency results.  
In [8], F. Yihunie et. al have analysed the performance of five different machine learning techniques in intrusion 
detection system. The techniques are Random Forest (RF), Stochastic Gradient Descent (SGD), Logistic 
Regression (LR), Sequential Model and Support Vector Machine (SVM). The team have used NSL KDD dataset 
for the training and testing of these techniques. It is concluded that, the Random forest technique performs better 
as compared to other four techniques. The important part in the research work carried out by the authors is the 
identification of known attacks only. All these methods are used in comparative manner and hence, the accuracy 
is not validated. Also, no comment is made on the tperformance of the system for unknown attack identification. 
As we have studied, we can not have IDS model with either of the machine learning technique, as neither of the 
techniques gives 100% accuracy in intrusion detection. So, authors have concluded that, combination of machine 
learning techniques is required for the accurate IDS model.  
In [9], Zamani has studied different machine learning techniques for the application in intrusion detection system. 
The author has considered that, the machine learning techniques can be classified in two categories like Artificial 
Intelligence and Computational Intelligenece. Although they have similarities, but also have different unique 
properties are offered by these techniques which gives advantage to deveop the fault tolerant, adaptive and high 
computational speed IDS system. Author has concluded that, combination of different such techniques gives the 
better results in intrusion detection systems. The machine learning techniques helps us to achieve the desired 
accuracy and performance in the intrusion detection system.  
In [10], Nguyen Thanh Van et. al have stated the research work carried out in IDS development using deep learning 
techniques. Authors have evaluated the performance of two deep learning techniques such as stacked Autoencoder 
(SAE), Stacked Restricted Boltzmann Machines (RBM). It is concluded that the Stacked Autoencoder gives good 
performance as compared to stacked RBM, as RBM requires more time for computations. The computations in 
RBM are complex, hence it is slower as compared to the SAE. Slow computation rate or more time requirement 
for training of the IDS using deep learning is the inherited disadvantage from deep learning techniques. Hence, 
though deep learning techniques helps us to identify the unknown attacks up to some extent, the inability of slow 
computations or poor performance speed discourages the use of deep learning in intrusion detection systems, as 
timeliness is the important requirement in security issues of the systems. 
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In [11], Mehrnaz Mazini et. al have used two important techniques namely artificial bee colony (ABC) and 
AdaBoost algorithms. The ABC algorithm is used for the feature selection to select the subset of the unbalanced 
class of features. The unbalanced class of features and records unnecessarily slow down the working of the data 
mining techniques and algorithms, hence ABC is used in the research work implementation of IDS model, which 
helps to improve the speed as well as accuracy of the IDS model. The authors have concluded that, the accuracy 
of the IDS model using ABC and AdaBoost algorithms is improved as compared to legendary techniques, but the 
work is carried out with the known attack samples and hence can not be considered as the ideal method for the IDS 
model. Another disadvantage of the system is the performance speed of the system is not as per the ideal timing 
requirements, hence the improvements in the model are necessary.  
In [12], Erxue Min et. al have proposed the IDS model using the word embedding and text-CNN methods. Also 
for final classification of the input network data, random forest is used. The word embedding technique is used to 
fetch the semantic relations from the payloads, which reduces the feature dimensions. Also, text-CNN is used to 
extract the features from the payloads and finally random forest classifies the input. In the work that is carried out 
by the authors, the payloads used are manual and hence, it is difficult to get the the accurate results in the actual 
working environment. The accuracy is the only part of concern in the work and that too not stated with the 
convincing results. Hence, it can be concluded that, the techniques are not very helpful to be used together to form 
the IDS model as accuracy and performance speed issues are not very well addressed by this research work. 
In [13], Nutan Farah Haq et. al hav carried out the survey of machine learning techniques for intrusion detection 
systems. Authors have carried out the study of 49 different papers and have studied the performance issues and 
key factors in the area of IDS using machine learning techniques. One of the important conclusion of the authors 
is that, the feature selection is the key factor for improving the performance of the system during training. If, the 
better feature selection algorithm is used, then the performance of the IDS system can be enhanced easily, is proved 
through the survey work. Also, one of the important conclusion of the work is that, the group of machine learning 
techniques should be used to form a model, instead of a single machine learning method in IDS model building.  
In [14], Amouri A et. al have implemented the intrusion detection system using the two layer model of machine 
learning. The results are showing the accuracy is not as per desired requirements of the security domain. The false 
positive rate (FPR) is appeared to be increasing the existing used IDS model. The system is basically given for the 
Mobile AdHoc Networks (MANETs) and Wireless Sensor Networks (WSN). The IDS model is based on heuristic 
based approach in the first stage identification and linear regression in the second stage identification of the 
network traffic. The important issues of IDS which accuracy and efficienacy are remained unaddressed in the work. 
In [15], Dr.S.Malliga et. al have used the Deep learning approach and techniques for the IDS model 
implementation. The techniques used are Artificial Neural Network (ANN) and Recurrent Neural Network (RNN). 
The authors have stated about the accuracy of the model with these methods in comparison with machine learning 
techniques. The results are not shown with the training and testing parameter values, samples used, features 
selected etc. Only accuracy values are shown which are not convincing statistical values without any support 
information. Also, deep learning techniques take more time for the training and hence, very compromising to use 
in the timeliness system like intrusion detection. Also, authors have not stated the comparison with the actual 
machine learning techniques like SVM, Decision tree etc. The statistics given is in very much generalized form, 
which is not givng clear idea about comparative value information. 
In [16], JABEZ J et. al have proposed the IDS model structure by using the machine learning technique based on 
outlier detection mechanism named as Neighborhood Outlier Factor (NOF). The authors have used the old KDD 
dataset which has unbalanced structure and hence the results obtained in the research work, can not be assumed to 
be true in the actual operating environment of the IDS model. The approach helps to identify the attacks, but the 
results should be verified with some other mechanism, that is not included in this work. We can not trust the results 
without verification phase. IDS with only single machine learning technique, never gives accurate results, it might 
neglect the high impact of false positives (FPR) and false negatives (FNR). No statistics is given by the authors 
about FPR and FNR, which is definitely the major part of concern in IDS results accuracy. 
In [17], Ambreen Sabha have performed the survey of intrusion detection system using machine learning 
techniques. Authors have drawn few important conclusions from the survey. The first conclusion is that, every 
technique in machine learning has merits and demerits which gets inherited in the IDS and affects its performance, 
hence a proper selection of set of machine learning techniques to form a IDS model is required. Secondly, author 
has commented on the quality of the datasets used to validate the work, KDD CUP99 dataset has many issues and 
hence NSL KDD is the better option identified by the authors, as it is choiced by many researchers also. The dataset 
choice and feature selection also plays very important role in achieving the accuracy and efficiency of the IDS 
model. 

In [18], Urooj Aslam et. al have proposed the intrusion detection model using rule based learning and machine 

learning classification technique. The authors have used SNORT for rule based learning, which helps IDS to 

identify the network traffic input as attack or normal input and simple logistic, J48 and Sequential Minimal 

Optimization (SMO) for machine learning classification, which finally classifies the input. The approach used is 

not the validation based and either of the result, if positive then will be treated as final result as attack and access 

will be blocked. With this approach, though author is stating about decreasing the false positive rate, but it is clear 

that, with OR of these techniques, false positives can not be reduced at all. So, model fails in giving the validated 

accuracy, also, with so many algorithms in sequential execution is a time consuming execution of the system and 

hence, slows down the IDS model. 
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In [19], Abien Fred M. Agarap has used the Gated Recurrent Unit (GRU) & Support vector machine (SVM) as a 
part of intrusion detection system model. The research work is carried out in comparison with GRU Softmax IDS 
implementation, where the softmax is replaced with SVM for speed improvements. But, still the SVM used is a 
linear SVM and used for binary classification of the input. The GRU is a technique of recurrent neural nework, 
which takes time to train the model. This model is not convincing for its use in real time scenario, as it is developed 
in comparison with only GRU softmax and not considered for performance improvements with other existing IDS 
models or solutions. Hence, the results stated in the article are only for comparison with GRU softmax and does 
not show the usability of the work in the real environment or scenario. Also, the dataset used is the private dataset 
of the Kyoto University, which again the area of concern, whether the features and records used in the dataset are 
balanced or not. No, feature selection technique is proposed for improving the accuracy of the system. 
In [20], Mohammad Kazim Hooshmand et. al have proposed the two phase intrusion detection system model. In 
first phase authors have used random forest for identification of the input as an attack or normal. In second phase 
authors are using the neural network to categorize the attack traffic into specific category. Authors have concuded 
that accuracy is achieved through two phase approach, but still they faced challenge in finding out the appropriate 
attack category and improvements are required for the same.  
From, all that survey we have carried out, concludes that, no single machine learning technique is useful to develop 
the intrusion detection systems. Hence, a group machine learning techniques is important for developing the IDS 
model, which will be giving accurate results by reducing the false positive rate and false negative rate values. So, 
appropriate combination of machine learning techniques is required to detect the known as well as unkown attacks 
correctly. Based on the survey that we have carried out, we identified the research gap and this new ideal intrusion 
detection system model is proposed here. 

 
III. DEFINITIONS AND TECHNIQUES 

In this research work, we are using different machine learning techniques in two phase architecture implementation 
of the intrusion detection system. Also, we are using HDFS as the underlying infrastructure of the system. The 
techniques we are using are: 

1. Support Vector Machine (SVM) 

2. K nearest neighbor (kNN) 

3. Decision Tree (DT) 

4. Naïve Bayes 

5. Hadoop Distributed File System (HDFS). 

Here, we will try to highlight few important strengths of these techniques. 

 

1. Support Vector Machine (SVM): Support Vector Machine can be abbreviated as SVM, is the classification 

technique in machine learning. SVM classifies the data points by hyperplane between the separated classes. 

The support vectors are the data points at the boundry of the classes and hyperplane maximizes the distance 

between these support vectors to better separate the data points of the distinct classes. The advantage of the 

support vector machine is that, it is faster regardless of high dimensionality of the available data[21]. It is 

highly accurate machine learning technique with the requirement of pre existing knowledge of the events. In 

case of unknown events, SVM does not perform well and this is the limitation of the SVM[21]. SVMcan be 

used for binary as well as multiclassification. But, the accuracy of the SVM binary classification is very high 

and acceptable in the security systems.  

 

2. k Nearest Neighbor clustering(kNN): k nearest neighbor is a supervised learning technique, that classifies 

the data points based on minimum distance from k data points. In a technique, we calculate the distance of the 

data point to be classified from all data points. Out of these, first closest k data points are selected, and the 

data point will be classified to a class, where majority of the data points of the class are in selected closest k 

data points[22]. kNN, though a supervised technique, we will be using it as a clustering technique. The 

important advantage of the kNN is, it does not need any training and one of the faster technique in machine 

learning for classification of unkown events. The limitation of the kNN is, its accuracy should be validated by 

validation mechanism. 

 

3. Decision Tree (DT): Decision Tree is a classification machine learning technique. In decision tree, the leaf 

nodes are the classes to which the data points are classified. The internal nodes are the conditions, which are 

the intermediate nodes along the path from root element to the final class of the data points. Th e technique is 

very popular and provides useful way to deal with the adverse security identifications[23]. The decision tree 

has important advantages like, the classification of the data points to their specific class, identifying unkown 
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events, performance speed and proven very useful in intrusion detection systems[24]. The disadvantage of the 

decision tree is, even in case of small change in tree structure, the complexity becomes more for classification 

and it may affect the execution time of an algorithm. 

 

4. Naïve Bayes classifier: Naïve Bayes Classifier is the probability classification technique. It works on 

probability independence theory. To calculate the probability of the occurred end result, it considers the 

probability of occurring evidence variables independently to occur the end result[25]. It makes strong attribute 

independence assumption, means the probability of one attribute is independent of other attributes in the 

group[26]. Naïve Bayes gives good accuracy for the classification of events with general attribute 

informations. It is a technique which calculates prior and posterior probability of the event happenings. 

 

5. Hadoop Distributed File System (HDFS): Hadoop Distributed File System is a massively parallel data 

storage and processing infrastructure. It is highly fault tolerant and it can be installed in a commodity hardware, 

a low cost systems also[27]. Hadoop has namenodes and datanodes for parallel and distributed processing. 

Name node is a node which is a master node and manages data nodes. It distributes data among data nodes, 

which are the actual data storage and processing nodes. Name node also stores the meta data, of the data which 

is distributed among data nodes. It uses block structure for dividing and storing data in data nodes. Because 

of the massive parallel processing, it is the most efficient processing infrastructure. 

IV. OBJECTIVES 

The important objectives of the research work proposed are as follows: 

1. To develop the Two Phase IDS (TP-IDS) which is anomaly based network intrusion detection system 

with timeliness in detection. 

2. To generate accurate intrusion detections for all types of network attacks including unknown input events. 

3. To dvelop faster intrusion detection system using machine learning techniques and HDFS storage and 

processing infrastructure. 

We have set these objectives, by studying the literature and finding the research gap that strongly states about 

accuracy and efficiency requirements in the proposed IDS model development. 

 
V. ROPOSED METHODOLOGY 

The Fig. 1 shows the proposed architecture of the Two Phase Intrusion Detection System named as TP-IDS. It is 

basically targeting the anomaly based network intrusion detection. As shown in fig. 1, we are  dividing our 

work in two phases. First phase consists of Suport Vector Machine and k nearest neighbor techniques which will 

be independently executed using HDFS infrastructure to achieve performance speed. If, both or one of these 

techniques recommends the input network traffic as an attack, then the input network traffic will be passed to phase 

two for validation of the first phase result. If, neither of the first phase technique recommends the input network 

traffic as an attack, then the input network traffic will be considered as a normal user connection and access to 

network will be allowed. In phase II, the decision tree and naïve bayes algorithms will be executed in parallel and 

independently using HDFS infrastructure. If both or either of the technique, recommends input traffic as an attack, 

then validation of the Phase I result will be successful and the connection request will be interpreted as an attack 

and access to the network will be blocked. If both of the techniques recommends the input traffic as a normal traffic 

then, validation result of the first phase result will be false and input connection request will be considered as 

normal and access to network is allowed. The algorithm is as follows: 

 

TP-IDS Algorithm (Input network traffic) 

a. Call to Phase I(): 

b. Call to ParallelSVM() and ParallelkNN() 

c. If (ParallelSVM() recommends input network traffic as an attack OR ParallelkNN() recommends 

input network traffic as an attack) then 

Call to Phase II() 

Else 

Input network traffic is normal user connection and access to network allowed. 

d. Phase II(): 

e. If (ParallelDT() recommends input network traffic as an attack OR ParallelNB() recommends 

input network traffic as an attack) then 

Block network access to connection request. 

Else 
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Input network traffic is normal user connection and access to network allowed. 

f. End. 

The TP-IDS algorithm is the proposed algorithm of the research work carried out. Phase II() is called only when 

ParallelSVM() and/or ParallelkNN() recommends the input network traffic as an attack, as Phase II() is the Phase 

I() result validation phase, else Phase II() will not be called. Many existing systems failed because of the false 

positives, as there only methods in the architecture recommends normal connection as an attack and this is only 

because, this result is not validated after first identification. In our work, though Phase I () methods recommends 

the input as an attack, still it will be considered as an attack only when Phase II() methods will also recommend it, 

an attack, else, it will be considered as a normal connection. This is how the first attack detection is validated with 

two more methods and that makes this architecture more accurate and effective than existing architectures
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Fig. 1: TP-IDS Architecture 

 

 
VI. DATASET AND DATA PRE  

 

a. NSL KDD Dataset:  

We are using the NSL KDD data set. It has 43 attributes, 1,25,973 training data records and 22,544 testing 

data records of different types of network attacks. The attack wise records are as shown in fig. 2 graph. 

 

                     
Fig. 2: Attack types and number of instances in NSL KDD training-testing datasets

 

NSL KDD dataset has few important characteristics, because of which it is mostly used by many researchers. It 

does not have any redundant records of the data, which definitely avoids any possibility of biased results. It is one 

of the better datasets to develop the effective security system. 

 

b. Data Pre processing: 

In data pre processing work, we are focussing more on feature selection process. Feature selection is very 

important to improve the accuracy of the model. It is important to identify and use only those features which 

have any relation with the output variable. We have many algorithms and techniques of feature selection like 

correlation based feature selection (CFS), Information Gain, Gain ratio. From these methods, we are using CFS 

i.e. correlation based feature selection technique. With this technique, we have selected 29 attributes from the 

available 43 attributes of the NSL KDD dataset. Also, few attributes values are converted to normalize form to 

increase the accuracy and generate the valid results for kNN algorithm. 

VII. CONCLUSION AND FUTURE WORK 

Here, we have completed the effective intrusion detection model TP-IDS implementation, which can provide us 

high accuracy than any of the existing IDS models and also the faster performance speed that can be achieved 

through underlying distributed as well as parallel data storage and data processing infrastructure HADOOP. The 

model is developed in two phases to take care of accuracy validation and reduce false negative & false positives 

in the results. In future work, we will be focusing on the structure of the machine learning techniques used, whether 

we can change these methods to get more accurate and faster IDS model to reach the best IDS solution ever.   
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