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Abstract: The Blowfish algorithm is one of the most popular, but it requires significant computational power 

with many details that make them prey to many attackers. In this paper, the original Blowfish algorithm was 

optimized by reducing the size of the "s-box" and then designing and implementing it on a neural network (NN). 

The input to the neural network is text either the(plaintext or ciphertext) and the output obtained from the 

network is the equivalent text and the key used in both encryption and decryption are the initial weights of the 

neural network that are trained using the backpropagation network. The proposed neural network (NN) model 

was designed and simulated by a computer. Simulation results demonstrate reduced complexity of the 

algorithm, implementation speed, and convergence of results achieved through the NN-based optimized 

Blowfish algorithm encryption system with optimized Blowfish results. 
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1. INTRODUCTION 

Computer security is the general name for protecting data and thwart hackers [3]. Cryptography is one of the 

methods used to secure and guarantee the confidentiality of data [2]. Cryptography Technique symmetric 

encryption key and asymmetric encryption key [1] Symmetric encryption key is fast. In cryptography, the 

symmetric key, a single key shared by both parties for encryption and decryption [4].  

Symmetric cryptography is classified into two groups, stream cipher, and block cipher [5]. The stream cipher 

encrypts and decrypts one byte at a time. Block cipher encrypts and decrypts a block simultaneously [6]. There 
are several symmetric algorithms, such as DES, TRIPLE DES, BLOWFISH, AES, RC4, and RC6 [8]. Block 

codes are mostly based on Shannon's idea, gave two properties that a good cryptosystem should have to hinder 

statistical analysis: diffusion and confusion. The strength of the blowfish algorithm rests on the subkey 

generation and its primary confusion and diffusion design [7]. Blowfish is a symmetric master cipher system 

based on the Feistel network. Bruce Schneider developed the algorithm. It is a 64-bit block size cipher, and the 

full version uses 16 rounds to complete the block cipher and uses a large number of subkeys. variable-length key 

from (32- bits to 448- bits) [9]. This article aims to make some modifications to remove these complex 

mathematical calculations and details that increase the load of the algorithm in applications by using the neural 

network in Blowfish design and implementation. An artificial neural network is a computational technology 

developed to replicate the human brain's solution. This biological neuron simulation aims to obtain the smart 

characteristics of these cells. They are networks of neural computational elements that respond to input stimuli. 
One of the most critical capabilities of an artificial neural network is learning from dynamic environments to 

build widespread solutions by approximating basic mapping between input and output [11, 12, 13, 14]. Neural 

networks enter various application areas to solve many information processing problems. They succeeded in 

classification patterns, pattern recognition, system identification, and prediction [16]. Recently, robust studies 

were obtained on various methods of encryption based on neural networks. A form of encryption is called 

Neural encryption. The (ANN)-based encryption method is very efficient and offers more security [10]. Neural 

networks (NN) were used to build and apply the Blowfish algorithm. This paper is organized into six sections as 

the following section 1 includes the introduction, Section 2 represents the related work, Section 3 includes the 

proposed method, Section 4  system implementation, section 5 the results and discussion, and section 6 the 

conclusion.  

 

Blowfish: 
Blowfish is a block cipher [17], which means that it splits the text into fixed-length blocks during encryption 

and decryption. The proposed system enables the conversion of plaintext into ciphertext and back. The block 

length of blowfish is 64 bits; Plaintext that is no more than eight bytes must be padded. Data encryption begins 

with a 64-bit block element of plaintext that converts to 64-bit ciphertext. Blowfish uses 18 each of (32 bit) 

Permutation arrays known as (P-Boxes) from p1, p2..., p18, and four Substitution boxes are known as (S-Box) 

each of 32-bit size and having (4×256) entries each. These keys have been previously calculated. 

Blowfish encryption worked as follows, it divides a block (64 bits) into two equal blocks of size (32 bits) each, 

and the left block is (XOR) with the first array P1, and thus the obtained result is fed into a function called (F-

function). Inside the (F- function), operations are performed that convert (32 bit) blocks to other (32 bit) blocks. 
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Thus, the (32 bit) entries are (XOR) with the right half, and the result obtained is swapped as the left half for the 

next round. The Feistel structure of Blowfish algorithm with (16 rounds) of encryption. 

Blowfish decryption is the same as encryption, except that P1, P2,...., P18 are used in the inverse order. 

The Blowfish algorithm has been extensively analyzed, slowly gaining acceptance as a robust cryptography 

algorithm [18]. In this paper, we used a neural network to development and implemented the Blowfish 
algorithm by designing a network to simulate the design of Blowfish.  

 

2. Related work: 

Saravana and Shanmugam improved the complexity and security of the Blowfish algorithm by proposing a 

modified Feistel network with the G function of the Blowfish algorithm [22]. Researchers Bahubali Akiwate 

and Veena Desai, in their research [23] in 2013, showed promising results in terms of computational 

requirements, time, several ciphertexts, and plaintext for cryptanalytic. Performance can improve by increasing 

the number of samples used in neural network training and changing neuronal weights. The authors proposed in 

[24] an artificial neural network based on a cipher key. A plaintext message consists of bits. Then the bits are 

transferred to the recipient. The paper proposed a backpropagation network for the proposed approach. In 2011, 

introduced the Siddeeq. Y development of Advanced Encryption Standard (AES) algorithm to stand against 

types of attacks using a multi-layered neural network with feed-forward (for encryption and decryption 
processes). The results show the proximity from NN-based AES with that of the standard (AES)[25]. 

 

3. The Proposed method: 

3.1 Optimized Blowfish encryption algorithm: 

The proposed system designed 64 bits optimized blowfish algorithm depending on the neural network. The 

architecture of the proposed algorithm is the same as the original one. The modifying was made for the (S-Box) 

of the F- function. For the original algorithm, the F-function's 32 bits input is divided into four S-boxes (8 bits 

for each S-Box), while for the proposed method, these 32 inputs is divided into two S-box with 16 bits each. By 

using the neural system, the proposed method converted the plaintext to ciphertext Effectively. The results 

showed that the optimized algorithm flexibly showed high security [19]. 

 

3.2  Dataset file Proposed: 

In the proposed system, a program was written in Matlab (2018a) to create a data set of (3000) for use in 

training and validation. This data set is stored in a file (data2.txt) consisting of two columns, the first column 

represents the input data and the second column represents the target data with the ability to flip the columns in 

order to create a two-way system that accepts the input as (plaintext or ciphertext) and outputs the equivalent 

text. 

 

3.3 Design of NN –Based Blowfish cryptosyst: 

In this part of the research, the neural network was designed using (Object-Oriented Programming) for 

the "Matlab 2018a" language for ease and flexibility in dealing with and changing the network, which 

enables the designed system to work on medium performance computers, and this system enables it to 

process the encryption and decryption in a "Bidirectional system." Which were performed on plain text 
or ciphertext with good performance and low error. The encrypting algorithm that must be 

implemented on the neural network is the optimized blowfish. The neural network provides a useful 

method for controlling nonlinear systems by using the nonlinear activation function. The nonlinear 

approximation feature of the network makes it more useful. We have used Multilayer Perceptron 

(MLP), a forward neural network, made up of a number of units (neurons). They can be arranged in 

layers. The input is taken by the first layer and the output is produced by the last layer. Also, the middle 

layer is referred to as the hidden layers. MLP has simulation capability [15]. The MLP is designed here 

as a sequential training. Weight updates are performed after each training is presented. The error 

function is calculated after each input form and the weights are adjusted and The calculated error 

function is (root mean square error). MLP takes parameters for a "Bidirectional system" encrypting and 

decrypting process: 

 The input vector is the( plaintext or ciphertext). 

 The target from the neural network will be the (plaintext or ciphertext) output from the optimized 

Blowfish algorithm. 

 The initial weights will be the key of the encryption and decryption process. 

 

3.4 Designed network features: 

 The network is considered "Supervised Learning", that is, it contains the input and target output[26]. 

 Its weight is an array with random values . 

 The value was installed the learning rate (0.01). 
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 Connecting it consists of two stages: 

The first stage is the Forward stage, the flow of inputs towards the output.The second stage is the Back 

propagation stage, any flow or error return from the output to the input direction [27][28]. 

 Data entering the neural network after changing it (Normalization). 

 The network consists of several layers(Multi-layer).[29][30][31]. 

 The  non linear activation function of each neuron will be (leaky ReLU). 

 Change the weights to reduce error produce by from neural network[32]. 

 The condition for stopping the network is to obtain the target output[33]:Target output=Actual output. 

 The number of epoch each(25) was specified to approach the correct solution with the lowest possible 

error. 

 

3.5 Network phases: 

 The Back propagation network has two phases[34][35][36]: 

 Learning phase: The network is trained on the given texts with feed forward and Back propagation. 

Forward Feed: is the flow of data from the input cells toward the output cells. 

Back propagation: return error from the output layer toward the input to obtain the ideal weights. 

 The guessing phase: that is, the network test. Have you trained on the given texts or not, and did we 

get the ideal weight or not, and it only has a feed forward. 

 

3.6 Back propagation network architecture used in      encryption and decryption: 

The Backward propagation network that was used in encryption and decryption consists of layers as shown in 

Figure 1: 

 Input layer: It includes 64 nodes each neuron represents one bit from plaintext or ciphertext and 4 

nodes (to know whether the entered text is plaintext or ciphertext). 

 Hidden layer: It includes three layers and the number of nodes in the hidden layers. The following 

formula was adopted in choosing the number of nodes: 

Number of hidden nodes= 2/3 + input nodes × output nodes   

 Output layer: It includes 64 nodes each neuron represents one bit from plaintext or ciphertext. 

  

 

     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: The proposed Blowfish artificial neural network model for encryption and decryption 

 

3.7 Points of note when designing a network: 

 The complexity of the Blowfish using the neural network makes it vulnerable to what is called 
overfitting, That is, the network performs well with the training set, but not as well with the test set To 

solve this problem, first reduce the number of nodes in each hidden layer, provided that the number of 

nodes in a single layer does not exceed twice the input nodes[20]. 

 L2 regularization: is make reducing overfitting and thus improving neural network performance. L2 

regularization works by adding a term to the error function used by the training algorithm. This 

additional term penalizes the weight values. The according to the following equation: 

𝐿2 =  𝐸 + ∑ 𝑤2  ×  𝜆 
where E is the error ,W is the weight and  λ is the parameter of regularization and it can be adjusted, the 

larger weight values will be more punishing if the λ value is large in relation to the λ value of the 

Y2 

..
...

..
...

..
..
..
..

 

..
...

..
...

...

X1 

X2 

X68 

Y1 

Y64 

Input layer Hidden layer1 Hidden layer2 Hidden layer3 Output layer 



A New Blowfish Using A Neural Network 

1549 

smaller the effect of regulation is smaller and this will lead to lowering the values of the weight matrix 

[21]. 

 

4. The System implementation: 

4.1 The training phases: 
To learning the proposed neural network on the practical side of this research, we used dataset (data2.text) pairs 

of plaintexts – ciphertext in the learning process. The texts, plaintext, and ciphertext are converted into binary 

and then transformed (Normalization). The neural network takes text (plaintext or ciphertext) because it is a "Bi-

directional system "and trains itself with the target output. After 2000 iterations, with a set of plaintexts and the 

same initial weights. The model structure is called (series-parallel model). The trained network (1 to32) and (33 

to 64) is stored and used in the operational phase.  

4.2 The operation phases: 

The operation phases will be the feed-forward multilayer neural network using the final weight to produce the 

(encryption or decryption) processes. 

4.3 Network construction and training flowchart: 

The flowchart is shown in Figure (2) a and b were used in network construction and training: 

 

Figure (2: a ) Network training flowchart 
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Figure (2: b). Neural Network constructor 

 

5. The Results and Discussion: 

The training results for the 64-bit proposed model were the output text of the NN based optimized Blowfish 

in Bidirectional both encrypting and decrypting system was identical to the optimized Blowfish encryption 

and decryption process in term of security. The neural network was validated using RMSE (root mean 

square error), the square root of SME, which illustrates several iterations during training. Figure 3 shows 

training the neural network using 64-bit. 

 

Figure 3: Training NN of 64 bits 
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raining time and closer to the target vector. Figures 4 and 5 show the training process.  

Figure 4: Training process for bits (1 to 32)bit 

Figure 5: Training process for bits (33 to 64) bit 

 

The program was implemented, and the interface that illustrated the encryption and decryption process is shown 

in figure 6. The results were high-speed, with the results converging between the optimized Blowfish using the 

neural network and the optimized Blowfish. 

 

 

Figure 6: implementation Blowfish-based Neural Network 

 
Figures 7 and 8 illustrate the comparison process between the same texts that were encrypted and decrypted d 

using the traditional method of the Blowfish algorithm and the proposed method that relied on neural networks 

NN, as it appears that the proposed method showed excellent security that matches the security of the original 

algorithm in addition to the speed of implementation of the algorithm 
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Figure 7: The encryption process for both tradition and NN based Blowfish algorithm 

 

 
 

Figure8: The encryption process for both tradition and NN based Blowfish algorithm 

  

6. Conclusion:  

It is possible to replace the traditional encryption methods and adopt methods based on artificial intelligence and 
neural networks, where strong security results are obtained in addition to high speed and accuracy and make the 

attacker's task more difficult. 

The use of a single system (bi-directional) for encoding and decoding any system that accepts input (plaintext or 

ciphertext) and outputting the equivalent text led to speedy implementation. 

Reducing the nodes in each hidden layer, provided that it does not exceed two times the input nodes, and use L2 

regularization repository to eliminate the problem of overfitting, and this additional term penalizes the weight 

values. 

The most efficient multilayer feedforward artificial neural network in encryption has been dealt with, which is 

the Backpropagation network, which depends on propagating the error between the calculated output and the 

target (plaintext or ciphertext) through the hidden layers up to the input layer, and then adjusting the weights 

according to that error. Furthermore, because it uses the "Leaky ReLU" function, it is excellent and fast to 

calculate. 
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Training the network on a smaller number of outputs facilitates the network's training in parallel from (1 -

32)bits and(33 -64) bits of the so-called series-parallel system to give better results more speed than large 

networks. 

Results show the closeness of the results achieved by the proposed NN-based optimized Blowfish cryptosystem 

with that of the optimized Blowfish. 
The proposed system is quick, easy to implement, and accurate in performance 
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