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Abstract:  To attract the customers, business partners and organization, we need to execute processes with high 

consistency for achieving predictable quality. Now a day's many companies have been focused to improve 
Business process automation technologies .It can be used to  improve the efficiency of both internal processes and 

customer services. Business process should be performed more effectively with good design process. Most of the 

organizations are selling their products ,services, pay, purchase of materials and submit their tax through 

information systems. These systems are used to record information about process execution on event logs .Data 

mining techniques are used to describe cash payments based on transactions. in this paper for In this paper process 

mining techniques are used to improve credit card transaction process. Model of the  credit card transaction 

process is described with design constraints and events. In this paper proposed algorithm is introduced to get 

optimal transaction of credit card transaction process. 

 

1. Introduction 
 

Models are used to describe life-cycle of process instance and system configuration can be used to 

support business processes. Extract the useful information and produce the knowledge for improving the business 

process of organizations through the analysis process. The main objective of  Process mining is to analyze the 
data and create useful information for improving business process of companies through the data mining tools and 

techniques[1]. It is placed in between analysis, process modelling and data mining . The term process mining can 

be used for distilling a structured process method from real-time data sets executions. Stages of architecture of 

process with the combination of process mining is given below[2]. 

 

 

 
       Fig 1: Stages of architecture of process based on Process mining 

 

Stage 1: In this stage understand the business and collect  the relevant information about business. 

Stage 2: Collect relevant data sets. 

Stage 3:Data mining tasks can be applied.( Clustering,Association rules etc) 

Stage 4:Extraction of knowledge. 
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Fig 2. Process mining components[2] 

 

Process mining components are world, software system, process or system model and event log[2]. 

Business processes, people ,machine components, organizations are included. Our approach is used to  execute 

process logs or event logs by  using  data mining and data warehousing techniques . Business process automation 

systems  can be applied at the start and completion time of each activity by recording the events. We can extract 

knowledge about the circumstances in which an exception occurred in the past, and use process mining to identify 

the causes of its occurrence and  to predict future occurrences within running process instances. Related work is 

presented in section 2.In section 3 describes proposed work .Section 4 presents credit card transaction process  
with process mining and section 5 provide design constraints to achieve optimal process. section 6 gives predictive 

analysis of credit card transaction process with simulation model. Conclusions are given in remaining section. 

 

2.Related work: 

 

M. Pospíšil.etal provide detail information about “Process Mining in manufacturing Company[1],” W. M. P. 

Vander Aalst .etal  [2] discussed about process mining techniques based on past executions and  analyzes how to 

take decisions on  data attributes . [3] [5] A. Rozinat.etal provide  discussion on  discovering of simulation and 

give  “Workflow simulation for operational decision support”, [6].Maruster [13]proposes a redesign methodology 

based on process mining and simulation techniques. M. Song.etal proposes, “Time prediction analysis  based on 

process mining”,.[9] 

M. Pospisil.etal proposes“Business Process Simulation for Predictions.Shan.etal proposed Improvement of  
business process quality through exception understanding based prediction methods .Swami and agrawal proposed 

Association rule for large datasets.Srikant.etal proposed fast algorithms for association rules in large data 

bases.Business process models and work flow management models are described by vander.Agrawal.etal 

proposed mining process models from work flow. 

  

3.Proposed work: 

 

In this paper we propose a model consists of different stages .It can be used for solving the business problems 

and improving the business process[4]. Working stages  of proposed work are expressed below. 

• Understand the Business process 

• Collect and prepare the Data  
• Prepare a Model based on business process 

• Evaluate the model  

• Deployment 

In this model Process mining  can be applied with business techniques. It analyzes the operational data of 

process and improve  the business performance.  

 

3.1 Working stages of  the proposed model 

 

Data mining techniques are applied to extract the relevant knowledge about business process and analyse the 

process with dataset information. At first, dataset can be analysed to monitor the architecture of model[5].  

 

Stage 1: Understanding’ the business process: 
 

In an organisation, each process consists of group of activities. Each business processes consist of inputs and 

outputs. Their tasks can be completed with their special suppliers and customer.  
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The scope of the business problem is related to includes with input parameters, process activities, output 

parameters, suppliers, customer requirements. 

Datasets are taken as input for the proposed solution with Data mining techniques to achieve target values of 

business process. 

 
 Stage 2: Collect and prepare the Data: This stage consists of the following attributes. 

1 Business procedure 

2 Suppliers 

3 input parameters 

4 process activity 

5 output values  

6 Customers 

In data preparation phase attributes and records are removed with unique values. Here values are merged with 

nominal attributes and transforming the customer values in to business process of attributes. Clustering and 

feature selection are used for pre-processing on dataset. 

  

Stage 3: Prepare a Model based on business process: 
 

Here datamining techniques are used to describe a model. Classification, association rules, clustering techniques 

are used for predicting the model[19].  

3.1 Technique 1: Clustering analysis: Business processes can be segmented in the form of clusters by using 

clustering techniques. It includes with process activities of input, supplier, process, output, customer. K-means 

clustering technique can be applied by taking the following parameters. 

 

a. Euclidean distance is taken as Distance function 

b. Maximum number of iteration for this  algorithm: 60 

c. Number of clusters are taken :3   

d. To perform calculations on  datasets process in training process by consideing target attributes.   
The results are given below: 

 

               Table 1:Data processing by using clustering algorithm 

 

Sl.no Cluster squared errors Cluster instances 

A 98 45 

B 64 10 

 

 

Extract the knowledge for process: 

After applying the clustering algorithm, Cluster instances are 45 and 10. respectively. Cluster squared errors are 

98 ,64.Each process activity is separated in each cluster and do transactions  are in each cluster  . 

Summarisation technique: 

These observations are performed on each  process activities of dataset. Process distribution of data values in 

attributes are taken for doing summarisation and operate the data pre-processing method. 
Technique 4: Association rules 

Association  rules are used for providing link between input values, process activities, output values, supplier 

and customer  by using if and then condition rules[16].  

Association rule is used to express the formal equation is P     Q, where P,Q are disjoint item sets. P ∩ Q= ∅. 

Normally  Support and Confidence can be taken for determining the strength of association rule . Support 

provides applicability of rule with dataset. Confidence  determines how the items will be Q appear transaction in 

P.Formal way of the Support is given below.  

 

Support, S(P     Q )= (PUQ) 

 N 

 

Confidence, C(P     Q ) =  (PUQ) 

 (P) 

P is antecedent and Q is  consequent parts of the rule respectively.  Apriori algorithm can be used to create 

association rules . 
Parameters of algorithm  are as follows: 
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minimum support  at lower level of boundary :0.1 

nature of metric :Confidence 

lowest range of Confidence:0.95 

no of rules:10 

Minimum support  at upper level of boundary conditions:1 
The below table provides extraction of knowledge by using apriori algorithm under the form of if-then rules. 

Table 2: Extraction of knowledge by using apriori algorithm 

 
         

Ten important rules are presented  in the above table. 
For instance, At first rule, output is 6, business process  with input of Here ten cases of process activities, the 

output and business process of 

have significant association with their inputs. 

Feature selection method: 

In this technique, identify the attributes, and explain hidden knowledge of process dataset.It express the link 

between  the  business process. Feature selection  can be used in pre-processing. The Feature selection  algorithm 

used to evaluate the function   with ‘information gain’ and search the rank  selection  method is used to select and 

rank attributes. In this method to calculate the target attribute . Evaluation method can be used in this algorithm 

and get  10-fold cross validation[17]. 

The extracted process knowledge: Attributes of FS algorithm are Customer, output  results, input parameters and 

suppliers. 
 

 4.Case study: Credit card transaction processing system.  

 

Predictive modeling of credit card process consists of following steps. 

 

Step 1: Format of Data preparation: 

Each row has entity ,customer values which are relevant to business. Particularly, identify the target column and 

remove all synonymous columns. 

Second step: We use customer's signatures for understanding products, zipcodes and counties. 
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 Fig  3 :Data Catalog 

 

Time chart for model of data repository for 18 months of customer deposits to achieve target column. 

Data repository consists of three files. One is Unit_masterfile,Trans_master file,Bill_master file. 
Time chart for raw data as shown above. 

 

 
 

 

 Time 

 FIG 4 :Data repository 

 

SQL Query for data base repository: 

 

SQL database for look up values in table with outer join .It uses no customer loss in rows. 

SELECT C.*,1. value 

FROM(left customer c in outer join lookup on C .code=1.code) 

 

5.Credit card model: Model  can be built up with  system behaviour. This paper describes usage of credit card 

holders[20]. 

 

Data repository

count

time

 Jan Feb Mar April May June July  Aug Sep Oct Nov 

Score      4 3 2 1   

Model 

set 

    4 3 2 1    

Model 

set 

  4 3 2 1      

C

o

u

n

t 



Predictive Analysis For Credit Card Transaction Management System Based On Process Mining 

Techniques 

1480 

Billing process of credit card: Credit card companies are sending billing amount for every credit card holders 

once in a month. 

 

5.1Design constrains for credit card model: 

 
Constraint 1:  Calculate Balance Payable is the amount of credit card purchases, interest charges-payments and  

initial balance payments. 

Constraint 2:Cash purchases amount is pay check amount and interest on balance amount is calculated  in  

dollars/Month . Credit card purchases is calculated with spending fraction*available credit Units is in 

dollars/Month. Credit limit  is  the maximum value of the "Balance Payable."  

Constraint 3: final time = 72 Units: Month The final time for the simulation. Constraint 4:Consider initial balance 

is '0' and initial time is  0 Units The initial time for the simulation.  interest charges is calculated with interest on 

balance .Calculate payments based on interest charges with respective balance amount. 

Quality of life is the amount of cash purchases and credit card purchases.The value of spending fraction=0.1 and 

time is frequency of output. 

 
   Fig 5 . Model of the credit card system 

 
Fig 6. Payment check and quality of life 

Quality of life 

 

Payment check 
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Normally target attribute is taken as the main difference in between our process mining task and the process 

description[11] .because we will get prediction of  based on processing time in  data mining task. Regarding this 

, we will make  two decisions – choose the discretization method and the size of intervals created from the target 

attribute values .  

7. Results and Discussion: 
 In company ,predictions are used to get lower execution time variance in internal logistics planning process. 

Precisions is needed to improve the production. Simulation environment is used for results for credit card 

transaction process. Figure 8 shows the cash payments on different transactions for Canada country and France 

country. It shows the performance of transaction process with respective cash payments. We produce results in  

the simulation environment . [21].   

 In this section procedure and cash transaction size based on economies. The below graph shows the differences 

in cash payments characteristics and transaction size in Canada and France. 

 
Series 1=  Canada region                 Series 2= France region 

 

Fig 8. Cash payments Vs Transaction size in Canada and France countries 

 
Here Series 1= Convenience 1Series 2= Convenience2    

Series 3= ideal convenience Series 4= ideal transaction 

 

Fig 9:  Credit card transaction from highest balance to lowest balance amount. 

The above graph shows the Credit card transaction from highest balance to lowest balance amount. The results 

are produced in simulation environment. 

8.Conclusions: 

 

In this paper proposed algorithm for improving the business process in banking sectors. process mining techniques 

can be used to get optimal solution of work flow management problems.Data preparation for transaction process 

is presented with data mining techniques. In this paper credit card model is proposed with events and describe 

credit card transaction process in simulation environment. 
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