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Abstract:The accurate cancer classification is very impdrtesk for cancer treatment. Recently the
informative genes are identified from the thousamidgenes for correct cancer classification. Thieection of
microscopic Deoxyribo Nucleic Acid (DNA) microarray attached in the solid surface. In this studdAD
microarray data is used for cancer classificatiime system uses Artificial Neural Network (ANN) fDINA
Microarray Data Classification. Initially, the ppeecessing step is made by using log transformatiethod to
remove the raw data and feature selection. Theleeted features are classified by using ANN. Riatif
Linear Unit (RELU) activation function isused a® tactivation function in each ANN layer. Soft Maxused

for classification. The performance of the systesmniade by using leukemia dataset and produces the
classification accuracy of 91.65% by using ANN.

Keywords: Microarray Data Classification (MDC), Gene ExpressiFlat Pattern Filtering, Feature Selection,
Artificial Neural Network (ANN)

[.INTRODUCTION

Microarray data classification (MDC) are widely dse diagnosis handling and disease arrangememtighra
variability of genes assortment and classificatinaethods. Since cancer diagnosis has seen muchsctaim
microarray predominantly on gene countenance gfischolars also have begun sightseeing datasinaly
using the technology. This is attributed to iteefiveness in discovering abnormal and normal ¢igmtterns in
speedier time as microarray scales well on largas#é Microarray is an attractive research aveasi¢he
technology is typically utilized to investigate ds¢t with high dimensionality, which demands sigaifit
memory and processor requirements. There remagm for improvement of microarray in classifying aats
the technology struggles with small samples cabecyet large features quantity. Selection of sl@deatures
are the keys in this field as nhumerous researceamis aim to minimize data dimensionality with nowed
performance in classification. In the case of dfgisgy cancer cells, numerous machines learningrigms
strive to a number of workable samples is signifibalower than gene count. This situation affesfficiency
and effectiveness to a large data dimensionaliticivimpair classification performance. Convolutibnaural
network is an instance of deep learning strategyimicking brain function in processing informatidn this
paper, multilayered Neural Network, which is a déegrning algorithm, is proposed to classify micrag
cancer data in the identification of type of can@dN is proposed due to its ability in dealing kvihsufficient
data and boosting classification performance. Iditaah, ANN is also powerful in integrating canadatasets
that are strongly linked, which improves performaiit classifying data. This is attributed to itpahility in
detecting latent appearances of cancer from eqnv&ypes.

Dual Tree M-Band Wavelet Features (DTMBWF) basedQviB described in[1]. Initially the input micro ayr
data is given to DTMBWF. The K-Nearest Neighbor (KNclassifier is used for classification. Gene as
sortment using MDC using single and multiple fités discussed in [2]. At first, the micro arrayad& given
to single filter single wrapper and multiple filterultiple wrappers to improve forcefulness. Thessification

is made by KNN, Support Vector Machine (SVM) andigh¢ed voting classifier. Genetic data classifioati
based on supervised attribute clustering is diglgs [3]. The input microarray data is preprocdssg gene
clustering method. Then the classification is mag@aive bayes, KNN and SVM. ANN using data depende
kernel machines is described in [4]. The input wacray data is given to bootstrapping based resagplhe
ANN is made by using SVM, KNN and uncorrelated &inediscriminant classifiers. Microarray Data
Classification (MDC) for cancer classification-bdsdimension reduction is discussed in [5]. The tnpu
microarray data is given to singular value decoripes The features are selected by recursive featu
elimination. SVM classifier is used for classificat. MDC using genetic algorithm is described in.Tée
input micro array data is given to Pearson, speasrmoasine coefficients, mutual information, sigt@ainoise
ratio and information gain to select the efficideatures. The genetic algorithm-based classifiausisd for
classification.

SVM Map Reduce based MDC is described in [7]. &tiyi the gene filtering is performed to remove gene
ranking, noisy data and filtering informative genthe SVM Map Reduce is selected by using featubesest
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selection method. Classification is made by SVMn&expression data using associative classificason
discussed in[8].At first, the gene expression dsitgiven to gene filtering. Then discretizatiordisne for data
preprocessing. Associative classification is usegdcfassification.MDC for high dimensional data-bddgeature
selection is discussed in [9]. Initially the gerikefing is used to select and reduce the featufése C4.5
classifier is used for classification. DNA based ®lDor cancer classification is discussed in[10].Tihput
micro array data is given to novel strategy forraction. Then gene rank selection is performed. The
classification is made by simple rule-based enserlissifiers.

MDC for gene selection algorithm and combinatiomasfking and clustering is discussed in [11]. The
genes are selected by clustering and non-clustg@mg selection. MDC is made by using SVM classifie
MDC using fuzzy inference system is described @].[The features are selected by t-statistics ntktfibe
selected features are classified by using fuzzgrarfce system. An efficient approach for MDC systesing
ANN is discussed in this study. The organizatiorpaper is as follows: Section 2 describes the nustlzmd
materials used for MDC system. Results and disonssf MDC system is explained in section 3. The las
section concludes the MDC system.
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Fig. 1. Artificial Neural Network

METHODSANDMATERIALS

The ANN based MDC system is shown in figurel. Astfithe input micro array data is given to
preprocessing step using log transformation to kemaw data to get clear data and also it selbetefficient
features. Then ANN is used for the classificatibM®C system.

Microarray gene expression data have been utiliregpast researches to perform cancer type
classification by using machine learning strategigscision tree (DT) was the most primitive machine
learning strategy introduced in comparing humartging to informative gene in proteins containingedises
[6]. Diagnoses of cancer have been largely asstsyegixploring gene expression data with the aptitinaof
technology available in microarray technique. Téehhology enables genes to be measured simultdpéonus
a large quantity. In assessing significant genagrpetric statistical analysis has been typicatiypleyed to
establish statistical significance [7]. In litersgpynumerous algorithms and mathematical modelg Heeen
constructed and proposed to interpret and analgme gxpression data. In analyzing gene expressitar) tivo
dominant strategies which have been focused astecing and classification [8]. Additionally, thesee also
numerous techniques which have been executed pdyi classifying gene expression data, includig
nearest neighbors (k-NN) [9], Support Vector Maelsin(SVM) [10], Multilayer 2018 International
Conference on Advanced Science and Engineering AlRE), Kurdistan Region, Iraq 146 perceptron (MLP)
[11], and variants of Artificial Neural Networks KINSs) [12].

. Genedata preprocessing

The preprocessing of microarray data is an essesitige to remove raw data in the dataset. In this
study, the log transformation technique is usedpf@processing. It is a popular transformation néple to
transform the data into normal data. The log-noretatribution is followed by original data. The log
transformation technique is used in this study emave raw data and select the efficient features fo
classification. The highly skewed distributions aeduced by log transformation. It can be usedéndata to

1373



Classification Of Microarray Gene Expression Usigficial Neural Network(Ann)

help the assumptions of inferential statistics.

| Gene expression dataset (Singh, 2002)
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Fig: 2. Genedata preprocessing

B. MDC using ANN
ANN model is based on structure functions. ANN atiiee may change due to the input and output.
ANN has input, output and hidden layer. It is alsed in hand moment classification, heartbeat ifileestson
and electrocardiogram signal classification. Tigut and output patterns with complex relationsdrip found
in the nonlinear statistical data modeling todiids a group of nodes which is inter connectethbyneurons
in the brain. The node in one layer is connectedt tiie other layer.

The artificial neurons are represented as circntates and the connection of artificial neurons are
made by using arrows from input to output layere Tinst layer neuron is connected to the next layére
neuron in each layer is connected to the next la@ekU activation function is most commonly usetiation
function in neural networks. ReLU function is iteriyative both are monotonic. The function retutni it
receives any negative input, but for any positistug X, it returns that value back. Thus, it gimesoutput that
has a range from 0 to infinity. The activationsdtions that were used mostly before ReLU suchgmaid or
tanh activation function saturated. This means ldrgie values snap to 1.0 and small values snap oo O for
tanh and sigmoid respectively. Further, the fumdiare only really sensitive to changes around thil-point
of their input, such as 0.5 for sigmoid and 0.0 tiorh. This caused them to have a problem call@eishing
gradient problem.

Neural Networks are trained using the process gradiescent. The gradient descent consists of the
backward propagation step which is basically chaie to get the change in weights in order to redihe loss
after every epoch. It is important to note thatdieevatives play an important role in updatingaafights. Now
when we use activation functions such as sigmoithoh, whose derivatives have only decent valuas fa
range of -2 to 2 and are flat elsewhere, the gradieeps decreasing with the increasing numbeayars. This
reduces the value of the gradient for the initéglelrs and those layers are not able to learn gdyoperother
words, their gradients tend to vanish becauseefitpth of the network and the activation shifting value to
zero. This is called the vanishing gradient problem

But there are some problems with ReLU activatiamcfion such as exploding gradient. The exploding
gradient is opposite of vanishing gradient and ccevhere large error gradients accumulate andtresuery
large updates to neural network model weights duiaining. Due to this, the model is unstable andble to
learn from your training data.
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Fig.3. ReL U activation function
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Fig.4. ReLU Activation Function with threshold

The SoftMax layer is used for classification. Th-dimensional vector is taken from the real val
with the range of 0 and 1. It is used for binagssification with two or more classes. In this wdaHe ANN is
used for the classification of mic array data in MDC system. The RelLU activatisaused in each layer
ANN for the classification. Finally, the S Max layer in the fully connected layer is usedtfw classificatior
of MDC system.

Fig.5 Fully Connected layer of MDC system

I1l. RESULTSANDDISCUSSION
Performance of MDC system is analyzed by using geqeession dataset using ANN classifier
publicly available cancer microarray dataset. hgists of leukemia dataset. The table 1 showsnibearray
dataset description.
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Table- I: Gene expression dataset-Description

Name of gene- Number of Number of Number of| Reduced Number of
expression  featuresin  Samples = classes | numberof | selected features
dataset the dataset features by
with SVD | InfoGainAttribute
Eval
(ALL-AML) M9 || 2 | 3835 | 3
Leukemia-1 5,327 7 3 72| 6
Colon 2,000 62 2 62 3
SRBCT 2,308 83 4 8 | 8
Lung Cancer 12,600 203 5 203 | 9
DLBCL 6,817 77 2 77 7
Table- II: Leukemia gene dataset-Description
No of No. of Total no. of cases
Dataset cancer normal cases No of Attributes
cases
Leukemia 47 25 72 7129

The input microarray is given to log transformation preprocessing to remove raw data and also it
selects the efficient features. Then the seleaatufes are used for classification using ANN. &dbkhows
the classification accuracy of MDC system using AfdNten attempts.

Table-111: Classification accuracies obtained at ten attemptsusing ANN for MDC system
No. of Classification No. of attempts Classification accuracy (%)
attempts accuracy (%)

1 93.50 6 96.00

2 93.00 7 91.50

3 91.50 8 94.50

4 89.00 9 92.00

5 88.50 10 90.00

Average accuracy(%)
91.65

From the above table, it is observed that the divelassification accuracy of 91.65% obtained by
using ANN for MDC system. The higher classificatmecuracy of 96% and the lowest classification ey
is 88.5% obtained by using ANN for MDC system. Fgg@ shows the performance often attempts for MDC
system using ANN.
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Fig. 6. Classification accuracies of ten attemptsusing ANN for MDC system

In the above figure, it is clearly observed that thigher classification accuracy is 96% and lo
classification accuracy B8.5% using ten attempts for MDC classificationtsgsusing ANN classifie

V. EVALUATION TECHNIQUE:

In assessing the proposed deep learning CNN, tececalata were tested. These data were us
training classification. Mean accuracy was obtaitledugh averaging accuracy scores from the datés
eliminates concerns on redundant tests and opis utilization on data that have been obtainedhis paper
accuracy as a measure of performance for the pedpasnvolutional CNN is defined as following: Toadate
the performance, the accuracy of the result isutatied

Correctly Predicted Data

Accuracy = X 100%

Total Testing Data

V. CONCLUSION
An approach for MDCsysten using log transformatiomnd ANN is described in this study. T
performance of the system is made by publicly adé gene expression database. The MDC system
leukemia datasets for performance evaluation. Timguti leukemia micrarray data is given to Ic
transformation to reduce raw data and also to s#hecefficient features for preprocessing. Theppreess
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dimages are used for further step. ANN classiiaused for the classification of MDC system intoemal and
abnormal. The average classification accuracylutaed for ten attempts of classification duazaoiations in
accuracy. The MDC system produces the averageifcdation accuracy of 91.65% obtained by using ANN
classifier.
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