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Abstract: Agribusiness is the main energy to develop nourishments, raising a human's life and creatures by delivering wanted 
plant items. In harvesting of things like rice or guava, India is one among the biggest players. Recognizable proof of the plant 
diseases is the way to forestalling the misfortunes in the yield and amount of the item. Wellbeing checking and disease discovery 
on plant is extremely basic for supportable horticulture. It is hard to screen the plant maladies physically. It requires enormous 
measure of work, ability in the plant diseases, and furthermore require the over the top preparing time. Thus, image handling 

is utilized for the discovery of plant diseases. This work proposes a philosophy for identifying guava leaf maladies early and 
precisely utilizing image preparing methods and Support Vector Machine (SVM). The proposed framework comprises of 
following stages like Image pre-preparing, Image segmentation, cluster of an image utilizing k-means, extraction using Gray 
Level Co-Occurrence Matrix (GLCM). Then the classification of the image is carried out with SVM classifier. In contrasted 
with existing framework, the proposed framework essentially recognizes the plant leaf disease at an early sickness and improve 
the accuracy to 98.17%. 
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1. Introduction  

     In India nearly seventy percent of the population depends on cultivation. Farmers need to select distinctive 

sensible yields and also suitable pesticides for the selected plant. Sickness on plants alarms reduction in 

productivity and quality. The sickness of crops shall be carried out on conspicuous models of the same. Seeing 

of prosperity and infection on plant expect a noteworthy activity in productive improvement of yields in the farm. 

Normally the watching and assessment of crop diseases was done genuinely by the dominance individual in that 

field. The need for enormous proportion of effort and excessive time is inevitable. The picture taking care of 

systems can be used in the plant infection revelation. In most of the cases infections are identified from parts of 

the plant such as leaf or stem. The leaves may show the malady symptoms. The diseases of Guava leaf highlights 

are depicted as, 

• Alternaria Alternata: little ruddy earthy colored roundabout spots show up on the leaves.  

• Anthracnose: Appears as little normal or unpredictable dull violet or dark leaf spots with yellowish 

coronas.  

Leaves turn yellow and drop out. Image processing care of is a method to play out certain strategy on a picture, 

in order to get an updated picture or to remove some accommodating information from it. It is a sort of sign 

dealing with wherein input is a picture and yield may be picture or traits/features related with that picture. 

Nowadays, picture getting ready is among rapidly   creating propels. It structures focus inquire about locale inside 

planning and programming building disciplines too. Picture processing ready basically consolidates the going 

with three phases:  

•  Importing the picture by methods for picture acquirement gadgets; 

•  Analyzing and controlling the picture; 

•  Output in which result can be changed picture or report that relies upon picture assessment. 

Fig.1 illustrate that flow diagram of image processing 
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Fig.1. Flow Diagram of Image Processing 

Muhammad Attique Khan1, M Ikramullah Lali2 [8] presented an approach for diseases identification in apple. 

It consists of pre-handling followed by spot division. Then the attribute identification and extraction carried out. 

Finally the classification was done. The apple leaf spots are stepped forward using this strategy that is the mixture 

of three-D container filtering, de- connection, 3-D-Gaussian filter, and three-D-Median divided by way of stable 

connection-primarily based approach and upgraded their effects via mixture of Expectation Maximization 

(EM)segmentation. At long last, shading, shading histogram, and Local Binary Pattern (LBP) highlights the 

intertwined via examination depends of totally equal mixture. The separated highlights are enhanced by means 

of hereditary calculation and classified with the aid of one-versus All M-SVM. The proposed process is tried for 

different kinds of apple illness lessons along with strong leaves, Blackrot, blight, and mark. The classification 

precision indicates the increase ofour strategy on selected apple malady. Besides, the extraordinary pre-handling 

step continuously created unmistakable highlights which later completed significant classification exactness. 

Uday Pratap Singh1, Siddharth Singh Chouhan2, Student Member, IEEE, Sukirty Jain3, and Sanjeev Jain4 [9] 

proposed to build up a proper and viable technique for conclusion of the ailment and its indications, along these 

lines embracing a reasonable framework for an early and financially savvy arrangement of this issue. Throughout 

the most recent couple of years, because of their better ability regarding calculation and precision, PC vision, and 

profound learning techniques have picked up prevalence in grouped contagious ailments order. Thusly, for this 

work a Multilayer Convolutional Neural Network work is approved on a constant dataset caught at the Shri Mata 

Vaishno Devi University, Katra, J&K, India comprises 1070 images of the Mango tree leaves. Dataset contains 

both solid and tainted leaf images. Results conceive the higher arrangement precision of the proposed MCNN 

model when contrasted with the other best in class draws near. Siddharth Singh Chouhan1, Ajay Kaul1, Uday 

Pratap Singh2, Sanjeev Jain1 [11] proposed they have presented a strategy named as Bacterial scrounging 

streamlining based Radial Basis Function Neural Network (BRBFNN) for ID and characterization of plant leaf 

infections naturally. For doling out ideal load to Radia0l Basis Function Neural Network (RBFNN) they utilize 

Bacterial scrounging streamlining (BFO) that further speeds up and precision of the system to recognize and 

arrange the locales contaminated of various maladies on the plant leaf. The locale developing calculation builds 

the productivity of the system via looking and gathering of seed focuses having normal qualities for include 

extraction process. they dealt with parasitic maladies like regular rust, cedar apple rust, late scourge, leaf twist, 

leaf spot, and early curse 

2. Proposed Disease Classification Framework 

      The proposed framework comprises of following stages like image pre-handling, image division, 

bunching of an image utilizing k-means, extract the element utilizing GLCM include extraction, classify the 

guava image by SVM classifier. In contrasted with existing framework, the proposed framework fundamentally 

recognizes the plant leaf disease at an early sickness and improve the precision. The square outline of the disease 

classification framework is depicted in Fig.2. 

  

  

 

 

 

 

 
 
 
 
 
 
 
 
 

Image 
Obtaining 

 

 

Image 
Pre 
handling 

 

Image 
Partition 

 

Image 
Classification 

 

Attrib
ute 
Extractio
n 

 

Leaf Image 
Data Set 
Collection 

Input 

Perform Segmentation with 
K-Means Algorithm  

 

Perform Feature 
Extraction Using GLCM 

Image 
Preprocessing 



Turkish Journal of Computer and Mathematics Education  Vol.12 No.7 (2021),1177-1183 

 

   1179 

 

 

 

Research Article  

 
 
 
 

Fig.2. Leaf Disease Classification System 

2.1 Leaf Image Dataset Collection 

     The underlying procedure is to gather the information from the open store. It accepts the image as 

contribution for additional preparing. We have taken most well-known image spaces with the goal that we can 

take any organizations like .bmp, .jpg, .gif as contribution to our procedure. Here 70 guava pictures are taken to 

prepare the system, from which 30 examples are of kind Anthracnose,30 tests have a place with Bacterial Blight, 

and 10 examples are of sound leaf pictures are considered for preparing and testing Fig.3. Illustrate the guava 

image dataset. 

 
Fig.3. Guava Image Dataset 

2.2 Pre-Processing  

    The point of the pre-handling is to develop the nature of the picture like resize the picture, convert the info 

images to high contrast and so on. The Pre-Processing strategies included the accompanying advances:  

1) The scaling of input image is done to 256 X 256. 

2)    A hued image was improving the differentiation shading. 

3)    The input image was set apart with red shading in   the   limit, veins and influenced some portion of the 

leaf. 

The preprocessing of Guava image is given in Fig.4. 

 

Fig.4. Guava Image Preprocessing 
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2.3 Image Segmentation 

 

          Image segmentation is the third step in our proposed technique. The fragmented images are grouped 

into various segmentations utilizing k-means bunching calculation. Prior to grouping the images, the RGB 

shading model is changed into Lab shading model. The coming of Lab shading model is to effectively group the 

portioned images. Image Segmentation is given in Fig.5. 

 

         Fig.5. Guava Image Segmentation 

2.4 GLCM Feature Extraction 

      GLCM was contracted as Gray-Level Co-Occurrence Matrix. Its oldest style next-request factual strategy 

for surface investigation. An image is made out of pixels each with a power the GLCM is an organization of how 

frequently various blends of dim levels co-happen in a image or image segment. Surface component utilize the 

GLCM to give a proportion of the variety in power at the pixel of interest. GLCM surface element administrator 

creates a virtual variable which speaks to a predetermined surface count on a solitary shaft echogram. Fig.6 shows 

the extraction of attributes. 

 

Fig.6. Guava Image Feature Extraction 

2.5 Classification Using Support Vector Classifier 

Support Vector Classifier is part based administered learning calculation utilized as an arrangement 

instrument. The preparation calculation of SVM expands the edge between the preparation information and class 

limit. The subsequent choice capacity relies just upon the preparation information called support vectors, which 

are nearest to the choice limit. The number of measurements is vital than the quantified information especially in 
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high dimensional space. SVM transforms the input information into a high dimensional space utilizing piece 

work. The hyper plane in high dimensional space isolates the nonlinear information. The Kernel Hilbert Space 

reduces the computational multifaceted nature. Support Vector Classifier makes a hyper plane in the middle of 

informational collections to show which class it has a place is given as input to the classifier is shown in Fig.7. 

 
Fig.7. Support Vector Classifier 

3. Results 

     To assess the SVM algorithm, we utilized samples from disease data collection which contains distinctive 

disease influenced leave images. After assessment, distinguished disease name is shown in the assistance dialogue 

box. The database of the images is made while Anthracnose, Bacterial Blight (microorganisms), healthy leaves 

images are considered. Most elevated precision is accomplished with SVM calculation. Accuracy is characterized 

as the proportion of the quantity of accurately perceived samples to the complete number of test tests. Percentage 

accuracy can be determined of the proposed strategy from the formula given below 

Classification rate = 
correctly classified 

Total no.samples 
𝑥100         (1) 

The percentage of accuracy of each disease are given in Table.1 

 

 

 

 

 

 

 

  

 

Table.1. The percentage values of    accuracy of each disease 

 

 

 

 

 

3.1 Comparison of Existing Work with Proposed Work 

The comparison between existing works along with proposed work of each disease is given in Table.2. 

Table.2. Comparison between existing and proposed system 

The graphical representation of classification of various disease are given in Fig.4. 

 

Method Disease Type 

Accuracy of Each 

Disease 

Total 

Accuracy 

 

Existing 

System 

 

Anthracnose 

Bacterial Blight 

Healthy Leaf 

 

98.10% 

96.90% 

98.0% 

 

97.66% 

 

Proposed 

System 

 

Anthracnose 

Bacterial Blight 

Healthy Leaf 

 

96.77% 

98.38% 

99.38% 

  

98.17% 

S. No Disease Name No of 

Samples 

Accuracy 

of disease 

1 Anthracnose 30 96.77 

2 Bacterial 

 Blight 

30 98.38 

3 Healthy Leaf 10 99.389 
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Fig.4. Graphical portrayal of Classification of various maladies for Proposed Method 

4. Conclusion 

     The exact location and grouping of disease influenced leaf turned out to be simple with the assistance of 

computerized image handling strategies and MATLAB programming by executing k-means bunching and SVM 

calculation made it conceivable to consequently identify the plant disease. This programmed location utilizing 

image handling strategies help ranchers to think about the disease in beginning time and to take essential 

preventive measures. The recreation results indicated that the proposed approach will configuration, create, and 

assess a programmed framework for guava leaf disease recognition. It utilizes standard database images which 

are gathered from plant town sites. The given framework controls resizing method for image pre-handling. To 

acquire the leaf region, the histogram thresholding is utilized for segmentation then the element extraction is 

finished utilizing GLCM and Radon change method. At that point the last stage SVM order method is utilized to 

distinguish the leaf disease. The yield of the framework brought about wellbeing, influenced. An exactness of 

98.17 % is acquired. Finally, from the got outcomes, the proposed system achieves the greatest accuracy when 

compare to existing system. In future work, we will expand our database for more plant ailment distinguishing 

proof. 
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