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Abstract : In terms of economy, electricity is a commodity capable of being bought, sold and traded. Electricity is difficult 

to store, and it has to be available on demand. Consequently, unlike other products, it’s impossible, under normal operating 

conditions, to keep it in stock, to ration it, or to have customers queue for it. The solar energy generating system, whether 

grid-connected or stand-alone, is most commonly used in places when possible to install solar equipment (roofs, pollutes 

areas, closed rubbish dumps, rural and suburban areas). It is based on converting solar radiation (i.e., photons that are sent 

from the sun) to produce electricity. The PV system has a lot of ways of applications. For example, in developing countries, 

PV is used for basic life needs, such as heating and cooking, while in developed countries, the system is used to supply 

electricity for homes and grids. Due to its importance in the solar energy field, global solar radiation data (GSR) forecasting 

has become more popular to facilitate solar system installation. Solar radiation prediction and forecasting carry out 

considering global weather solar radiation data. Ambient temperature and relative humidity data are the most commonly 

used parameters to predict solar radiation and special techniques used in this study are artificial neural networks. 

Keywords: energy forecasting; solar energy prediction; artificial neural network; global solar radiation; average air 

temperature. 

 

1. Introduction 

THE BRIEF HISTORY OF SOLAR ENERGY USE 

In Uzbekistan, for many decades, attention has been paid to the solar energy researches. The first development 

in the field of solar energy in Uzbekistan began nearly 80 years ago, in the past 1932, when a laboratory of solar 

engineering was created in Samarkand. During 1940 and 1950s the first parabolic concentrator was built and the 

scientific investigations were commenced on solar energy conversion into electricity, after that the first 

photovoltaic installation was built. In 1943, The physical-technical institute (PhTI) was organized, which was 

the first academic institution engaged in extensive research in the field of physics and engineering in a territory 

of Central Asia. 

In 1986, the Institute of Physics-Sun was organized on the basis of The physical-technical institute. In 1987 a 

unique optical mirror complex with a big solar furnace, which thermal power is 1 MW was put into operation. 

Since 1965, The physical-technical Institute of Physics-Sun has been publishing The international journal 

“GELIOTEHNIKA”. The journal is translated into English by the company “Allerton Press” (USA) and it is 

published in the United States under the name “Applied Solar Energy”. 

Nowadays situation with solar energy in Uzbekistan 

Renewable energy is an integral part of the energy development in Uzbekistan in the context of the overall 

national policy. In particular, the State plans to increase the share of renewable sources of energy (hereinafter – 

“RSE”) to 25% by 2030 and, thus, takes active measures in the implementation of promising projects in this 

industry. 



 

Raman Kulinicha,b,Uladzimir A. Sedninb, Kamol Komilovс, Dildora Makhmudovad 

 

410 

 

 
Fig.1 Global Horizontal irradiation( Uzbekistan part).Image: solargis.info. 

 

According to the Decree of the President of the Republic of Uzbekistan dated 01.03.2013, №4512 "On measures 

for further development of alternative energy sources“, principal attention is being paid to broader use of solar 

energy and biogas. Because, nowadays there exist all means to implement projects in these directions in all 

territory of Uzbekistan. 

In addition, on February 1, 2020, the Ministry of Energy with the support of the Asian Development Bank 

(ADB) announced the launch of the first pilot project for the construction of SPS in the Sherabad district of 

Surkhandarya region. Due to this project, the SPS with a capacity of at least 200 MW, a 220 kV substation and a 

52 km long power transmission line will be built. At the moment, 54 companies have submitted applications for 

participation in the tender, which indicates a high increase in investor interest in implementing projects in 

Uzbekistan in the field of renewable energy. 

Also the agreement was signed with the French company “Total Eren” for the construction of a 100 MW SPS in 

Nurabad district of the Samarkand region. 

Moreover, the Canadian company Sky Power Global plans to install several SPSs with a capacity of about 1 

GW in Uzbekistan, while the total investment is estimated at $ 1.2-1.3 billion. 

The state’s strategy is to bring the SPS capacity to 2 GW, and the capacity of all solar power generation to 7,000 

MW with the support of the IFC and ADB based on the PPP mechanism. 

According to the potential of solar energy of Uzbekistan difficulties with connection solar parks and electric 

grid operator becomes actual. So, technologies of Artificial neural networks come to solve this problem. 
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Human brains interpret the context of physical real-world situations in a way that computers can’t make it. The 

first steps in Neural networks were made in the 1950s to address this issue. An artificial neural network is a 

conception to simulate the network of neurons that make up a brain of brain so that the computer will be able to 

learn things and make decisions in a human-like manner. ANNs are created by programming regular computers 

to behave as though they are interconnected brain cells. A neural network (NN) is a program that is designed to 

imitate the human brain. The brain consists of many neurons, which are connected by axons, synapses, and 

dendrites. The neurons are composed of neurons that are linked by weights and biases. The function of a neural 

network is to map the relationship between the input(s) and the output(s). Neural networks can be used for 

different functions, such as curve fitting, prediction, and regression [2]. In this paper, neural networks are used 

to design forecasting models, using four steps, such as collecting data, initiating network, training data, and 

simulating data. Location of investigation: Republic of Uzbekistan, Tashkent city (Location: Latitude  41.3082   

Longitude 69.2598) is selected as the case study. 

The design of any neural network model requires information about the system that will be used. In our case 

here, information about radiation, temperature, humidity, atmospheric pressure in the area of Harbin, is collected 

from internet-source [3]. After data array completion, it will be entered into the initiation stage, where data is 

dividing and processing. During the stage of division, data are divided into three sets: training set, validation set, 

and testing set. After that, the data are ready to train the process and simulate prediction results. The solar power 

forecasting can be performed by several methods. Two significant categories: the cloud imagery, which is 

combined with physical models and machine learning models. The choice of method depends mainly on the 

prediction horizon. All of the models have not the same accuracy of terms of the horizon used. Various 

approaches exist to forecast solar irradiance depending on the target forecasting time [4, 5, 6]. 

 

2. Methods 

The core unit of an artificial neural network is neurons, which use the transfer function to create output. Each 

input (p) is multiplied by a weight (w), which serves as a connection between an input and a neuron as well as 

between the various layers of neurons. In the next stage, weight inputs are combined, after which a bias (b) is 

added to the sum of the weight inputs. [14] The neuron applies a transfer function (n) to this result, from which 

the output (a) is obtained. Figure1 illustrates a simplified flow chart of the artificial neural network. 

 

 
Fig.1 Simplified flow chart of artificial neural network 

 

Road to aim: 

Access and load the data. Preprocess the data. Derive feature, using the preprocessed data. Train models, using 

the features derived. Iterate to find the best model. Integrate the best-trained model into a production system. 
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Fig.2 Flow chart of three-layer feed-forward neural network 

 

Neural networks consist of simple elements, which operate in parallel. These elements are inspired by biological 

nervous systems. As in nature, the network function is determined largely by the connections between elements 

[15]. A neural network can be trained to perform a particular function. It is possible by adjusting the values of 

the connections (weights) between the elements. Commonly neural networks are adjusted or trained, so a 

particular input leads to the special target output. Such a situation is shown in Figure 1. Here, the network is 

adjusted, based on the comparison between the output and the target, until the network output matches the target. 

Typically, many such input/target output pairs are needed to train a network [16, 17]. 

The purpose research is to determine the best renewable energy source for generating electricity in Tashkent. 

For this aim, Matlab Neural Network Toolbox is a suitable program for determining the future amount of solar 

energy by past time information. 

 
Fig.5 Work scheme #1. Input: Daily temperature, night temperature and solar sky insolation. Output-solar 

insolation 

 

In this study, 1 types of weather data are considered for appropriate parameter settings: 

Massive array from September 2014 till September 2018. 
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Maximum and minimum day’s temperatures and numbers of the days according to ordination number: (1, 2, 

3…365; 1, 2, 3…366; …). That considered as input. To be confident that calculation isn’t mistaken, the model 

is created over the period from Sept. 2014 to Sept. 2018 data. This period’s data can be considered as the data of 

“past”. While Sept. 2018 is “now”. Thus, that allows us to compare the predictions of the period from 2018 to 

2019 with real data.\ 

3. Results and discussion. 

Performance of Neural Network Training 

Analysis of regression is a statistical method used to measure errors between training and validation sets. 

Regression analysis studies whether the variables used are dependent or independent with regards to system 

response. In this study, the evaluation of generalization performance is calculated by the correlation coefficient 

(R-value), a value that indicates the relationship between the network output response and the corresponding 

target in a linear fit line. If the value is closer to one, the correlation between the target and the output is strong 

[18,19]. 

Figure 7 clearly describes the net radiation 2018-2019 model. Input consists of 3 types of data-array:  

• the average daily temperature of  air; 

• the average nightly temperature of  air; 

• the number of the days. 

 
Fig.7 Net radiation 2018-2019 model 

 

The number of hidden neurons was chosen using a trial-and-error procedure, and the best number was found to 

be 150. The Output consists only of solar radiation data 2014-2018 year, which we “know”. This step allows the 

program to find an algorithm that shows the dependence between input and output data. After that, we get 

Output1, which consists of similar data with input. Of course, Output1 has an error. 

Figure 8 describes the comparison of original solar radiation and predicted solar radiation between 2014-2018 

years. The deviation observed between the original radiation and the predicted one could be attributed to the 

errors. Some places have technical errors (see figure 8; 9). Moreover, original solar radiation data and predicted 

solar radiation data for 5 years is shown in Figure 8; 9. 

 

 
Fig.8 Predictions of period from September 2014 till September 2019: red color massive is our Original solar 

irradiance data kW-hr/m^2/day (data which was taken from weather resource). Blue color massive is our 

Predicted solar irradiance data (which was predicted by ANN technology) 
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Fig.9 Predicted data (Blue) Vs. Original data (red); stratification 

“Figure10” shows comparison of original solar radiation and predicted solar radiation between 2018-2019. As 

can be seen in “Figure10”, we can detect a form of 2018-2019-years solar radiation prediction. It is almost 

similar to the previous year’s parts. It gives us insight that our prediction is plausible. Peaks of the graph are 

only in the summer. The peak of predicted part is the summer period too. “Figure 11” shows the original solar 

radiation data and predicted solar radiation data for 5 years. It doesn’t have any extreme vertical drops.  

 
Fig.10 Original solar radiation (red) (2018-2019) and predicted solar radiation (blue) data (2018-2019) 

Solar energy is an inexhaustible and renewable source of energy. The main necessary conditions for the 

development of solar energy are: long daylight hours, the prevalence of sunny weather in the daytime and a high 

angle of incidence of sunlight [22, 23]. 

On this basis, the most favorable development regions are countries in tropical and subtropical climatic zones. 

However, for industrial sphere use, a major drawback is that the intensity of solar radiation is dependent on 

weather conditions and the time of day.  

Due to the impermanent nature of renewable energy sources, the task of forecasting the volumes of generated 

solar energy is relevant. 

The forecasting task is one of the most complex tasks of data analysis and requires careful analysis of the source 

data, identifying patterns in them, as well as selecting informative features. The initial data for the task of 

forecasting solar energy is long-term statistics containing information on weather conditions and the daily solar 

irradiance data [24, 25]. 

The goal of the research was to find accurate method of predictions solar radiation, to predict the daily average 

of global solar radiation in Tashkent, Uzbekistan. This research discusses the results obtained from the ANN 

model. Solar radiation is an essential parameter for implementing solar energy systems. 
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The proposed method has ability to do future solar energy forecasting according to collected data: 

• Method is fully informative and based on the current instrumentation of Artificial Intelligence. 

• Application is simple and understandable for engineers. 

• It has a big research backup for improving our method (increase input, decrease error, add new algorithms of 

predictions, etc.) 

It may be difficult or impossible to propose a generalized ANN model that can be used for any PV plant. But it’s 

still possible to give better results for a different data set even it shows poor performance in this study. The 

relationship between weather parameters and the generated power may change with the region, the design and 

construction of the power plant. 

Table 3 Error situation (based on 2014-2018 years of data) 

Date of day Value of predicted solar 

radiation, kWh/m2-day 

Value of original solar 

radiation, kWh/m2-day 

Error percent, % 

01/09/2018 6,65 6,32 5% 

02/09/2018 6,7 6,29 6% 

03/09/2018 6,64 5,11 23% 

04/09/2018 6,64 5,58 16% 

05/09/2018 6,48 6,05 7% 

06/09/2018 6,29 6,34 1% 

07/09/2018 6,34 5,58 12% 

08/09/2018 6,23 6,43 3% 

09/09/2018 6,06 6,65 10% 

10/09/2018 5,67 6,14 8% 

11/09/2018 5,92 6,66 13% 

12/09/2018 5,98 6,33 6% 

13/09/2018 5,89 5,99 2% 

14/09/2018 5,8 5,70 2% 

15/09/2018 5,69 5,93 4% 

… … … … 

According to the results of “Table 4”, we can catch the dynamics of predictions. It has a positive dynamics, but 

it isn’t ideal. Of course, the method of prediction can be changed by adding new data as daily cloudiness, 

humidity, atmospheric pressure, and others. According to obtained results, predictions can be made for long 

periods. But it needs high-quality input-information for getting small error results. Common artificial neural 

network is the basis of science development. Due to the rapid progress of technics, human can no longer control 

everything everywhere. So artificial intelligence becomes a player of the main role in the nowadays industrial 

world. 

Conclusion 

Global solar radiation forecasting plays a significant role in the design of solar power systems [26]. In this work, 

the method was employed to predict daily average solar radiation. This section provides conclusions of the 

results obtained along with suggestions for future work. In this study, the goal was to find a method that 

accurately predicts global solar radiation, to predict the daily average of global solar radiation in the area 

ofTashkent. This research discusses the results obtained from the ANN model used four types of weather data. 

Artificial neural networks, in collaboration with solar energy, are good basis for implementing and exploiting 

effective solar power generation systems. 
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