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Abstract: Nowadays, the Structural Building Health Damage Monitoring System (SBHDMS) is a crucial technology for 

predicting the civil building structures' health. SBHDMS contains abnormal changes in the buildings in terms of damage 

levels. Natural Disasters like Earthquakes, Floods, and cyclones affect the unusual changes in the buildings. If the building 

undergoes any natural disaster, the sensors capture the vibration data or change the buildings' structure. Due to the vibration 

data, these unusual changes can be analyzed. Here sensors or Machine Learning based Building Damage Prediction 

(MLBDP) are used for capturing and collecting the vibration data. This paper proposes a Novel Rough Set based Artificial 

Neural Network with Support Vector Machine (RAS) metaheuristic method. RAS method is used to predict the damaged 

building's vibration data levels captured by the sensors. For the feature reduction subset, we use one of the essential pre-

processing method called the Rough set theory (RST) strategy. RAS has two contributions. The first one is the Support 

Vector Machine (SVM) classification method used for identifying the structures of the buildings. The artificial Neural 

Network (ANN) method used to predict the buildings' damage levels is the second contribution. The proposed method (RAS) 

is accurately predicting the conditions of the construction building structure and predicting the damage levels, without human 

intervention. Comparing the results states that the proposed method accuracy is better than SVM's classification methods, 

ANN. The prediction analysis depicts that the RAS method can effectively detect the damage levels. 

 

Keywords: Machine Learning, Structural Health Monitoring, Data Mining, Rough set theory, Machine Learning based 

Building Damage Prediction (MLBDP). 

 

1. Introduction 

In the 1960s, a local assessment system is implementedfor identifying the damage levels in civil 

infrastructures called as Structural Health Monitoring (SHM) or Structural Strength Monitoring System (SSMS). 

Typically indicates the offline assessments such as visual inspection, Gamma, and X- rays. Building structures 

are helpless against impacts like natural disasters, earthquakes, and typhoons. Regular inspection of the building 

gives damage identification (DID). However, it is impossible because of the time-consuming factor. Mitigate the 

regular inspection cost, and increase public safety, need a robust procedure for diagnostic automatically called 

Structural Strength Monitoring System (SSMS). It used to estimate the lifetime (Strength) of the buildings. Input 

to the SSMS is raw data obtained from a different kind of MLBDP. It is like Accelerometer, Thermometers, 

Hygro-meters, and Extenso-meters that mounted on buildings or bridges. The first requirement for SSMS is 

building structure observations overtime or a long time through the MLBDP deployed along with the whole 

building structure. It uses the synchronized data, correlated with the data coming from different MLBDP. 

 

 By early predication of the damages in the buildings is used for extending the strength (lifetime) of the building 

structures and increase public safety. The essential features are the structural parameters and structural 

performance of the buildings in case of natural disasters. The parameters like signals, displacement, velocity, and 

acceleration generally used for monitoring the strength of the building. Forces derived from acceleration 

measured by accelerometer and the derivation gives the displacement of the building structures.  The Velocity 

variation reflects the damage of the building structure directly [1][2]. So identification of system parameters of 

buildings is essential for the structural monitoring or the damage detection of buildings. The parameters are 

having the number of properties in terms of physical and dynamical. Mass, stiffness, damping coefficients, 

number of stages, vibration states are the physical properties and natural frequencies, and mode shapes are the 

modal properties. Due to the impact of natural effects, there are abnormal changes in the structural parameters or 

changes in the building structures.It indicate that the structural damages presented.   

 

The simplest way to measure the acceleration is by using accelerometers installed inside the buildings. 

However, the advantage is that accelerometers need not any specific position in the buildings. Using 

accelerometers to find acceleration and Velocity (numerical integration) and displacement [3]. For estimating the 

velocity and displacement used the numerical integration of the accelerometers [4].The data-Based method does 

not recognize the attributes of the building structures but used for identifying the displacement of the building 

structure. At the same time, so many reviews use the Data-Based methods [5] [6].  

The proposed method uses the vibration data for predicting the damage levels of the building. Using 

Sensorscapture the vibration data in case of natural disasters like earthquakes, floods, cyclones, changes in the 
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environmental conditions. The sensors mounted on each floor of the buildings. Most predictive applications have 

the numerical integration of the signals having the noise. So use some essential preprocessing techniques like 

Rough set theory, cancellation of offset, and high pass filtering techniques joined for solving the problem. The 

changes in the status of the faults indicate the changes in the environment. First, we find the feature reduction 

subset of the dataset; for that, the RST is used as a preprocessing method and applied to the dataset. This way, 

the missing values, duplicate values, not suitable attributes in the dataset reduced to derived attributes used as 

input to the one of the classification method SVM. 

 

SVM method gives the building structure classification and ANN classification method used for finding the 

damage levels of the buildings. Comparisons prove that the accuracy levels of the classification of the proposed 

hybrid method greatly enhanced than individual classification methods. The contributions include the hybrid 

methods as a feature reduction subset, or dimensionality reduction made using RST strategy (pre-processing). 

The derived attributes from the dataset used for the classification of building structures and damage levels of the 

buildings using SVM and ANN. The hybrid method uses the vibration data for estimating the damage levels in 

the structures. 

 

The organization of the paper as follows, in the next sections, explain the related work. In section three, 

discuss the methodology of SSMS and its building models.  In section four, explain the fault analysis. In section 

five, discourse the novel method RAS. Next, explain the result analysis. Finally, stop with a conclusion and 

future work.  

 

2. Related work 

In general, Damage defined as "voluntary or involuntary modificationshosted into a system which is harmful, 

emotional impact on the existing or upcoming efficiency ofthe particular system. The damage can be either 

natural or human-made.  The idea of damage is not important without assessment between two different states of 

the system. C. R. Farrar and K Worden [7] says that the definition of damage is "alteration in material properties 

or changes in geometrical positions or locations. It contains boundary circumstances and connectivity of the 

system, that badly disturbs the system accuracy". SSMS systems need analysis information in order to go beyond 

the mere damage detection task. The SSMS has been used to evaluate the state of the structure at different levels 

of abstraction.   

 

Now the damaging impact on a structure can be classified as linear or Non-linear.  Rytter, 1993   [8] defines 

the four levels of damages, and these levels are used for damage identification (DID) in the structures as follows. 

Level 1: Estimate the presence or absence of the damages in the structure. This level called a Detection level.  

Level 2: The presence or absence of the damage is determined and also find the location of the damage 

(geometric location). This level is called Location. 

Level 3: It specifies the dimension of damage (size) and its strictness (severity). This level is called severity. 

Level 4: Predicate the leftover service life of the building (structure). This level is called a prediction. 

 

The following are some of the literature reviews focus on the DID Levels one, two, and threei.e., Estimation 

of the damage existence, position, and strictness. Doubling et al. [9] reviewed on vibration-based damage 

identification methods in 1997. Sohn et al. [10] up to 2001 and Carden and Fanning [11] reviewed applications. 

Wang and Chan [12] reviewed the recent development in statistical damage detection. Fan and Qiao [13] 

reviewed modal parameter-based DID methods and the study of five algorithms. Moughty and Casas [14] 

reviewed the deployment of unconventional computational methods, Das et al. [15] reviewed on variant 

vibration-based DID methods. However, they did not include level4 (predicate the leftover service life of the 

buildings and decision making) as a research topic. Therefore, Xuan Kong, Chun-Sheng Cai, and Jiexuan Hu[16] 

develop the state-of-the-art on the framework of vibration-based DID in variant levels are the damage existence, 

damage position, damage sternness, leftover life prediction, and decision making. The identification of damages 

in structures by observing the changes in dynamic properties such as modal strain energy [17–22], natural 

frequencies or mode shapes [23–32], frequency response functions [33, 34],flexibility-based displacement [35-

37] and modal curvature [38]. Now by observing the changes in modal strain energy, identify the deficiencies in 

the structures using the very favorable vibration-based method is the Damage Index Method (DIM). In 1992 

Stubbs et al. implements the DIM, utilizes the absolute changes in modal strain energy earlier and later damage 

to recognize defects. Due to significance, damage identification becomes a pattern recognition problem. The 

presence of noise in the data gives different results. Artificial neural networks (ANN) are a robust tool for 

handling pattern recognition problems and noise data very successfully. DackerMann et al. [39] develop a 

dependable and robust procedure to recognize the damage in beam structures using the DIM hybrid with ANNs. 

At the same time, Dackermann, Samali et al.  [40] utilizing the Neural Network Ensembles (NNE). In 1990, 

Hansen & Salamon industrialized a methodcalled Neural Network Ensemble. This method is a learning model 
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where a pool of neural nets a hierarchy for identifying the damages based onvariations in Modal strain Energy 

applied to simulate field-testing conditions. White Gaussian noise is supplementary to statistical data, and 

questions with a restricted number of sensors integrated. This paper presents a Vibration-Based Damage 

Identification Method (VBDIM), which develops the DIM combination with NNE to identify the position and 

severity of single damage.Adams et al. [41] developed an approach and worked on a 1D component. This 

method determines the detection of damage using the longitudinal vibrations of natural frequencies.U. 

Dackermann, J. Li & B. Samali defines the technique for damage identification. This technique identifies the 

boundary conditions of the structure using the output, only scalar measurements of the structure. A DI is 

expressed based on output-only acceleration reaction dimensions from ambient floor shaking. Measurements in 

unification with One pre-processing method called PCA and one classification method ANN techniques. PCA 

and ANNs were effectively functional to a mathematical and experimental 2-story framed structure [42]. From 

this analysis, it created the suggested damage detection algorithm capable of accurately and reliably detecting 

damage using only measured floor vibration responses from impact loading (Dackermann, Li & Samali 2010) 

and (Samali, Dackermann & Li 2012). Doebling et al. (1996) give a review of Modal-Based Damage Detection 

Methods. Carden & Fanning (2004) presents a comprehensive review of the literature on Modal Based Damage 

Detection Methods 

. 

A comprehensive literature review on model-based damage detection methods found in (1996).  

Kim and Stubbs et al. [43] developed the Single Damage Indicator (SDI) method. It works on the crack 

location model, crack size model for estimating the zone, quality of the cracks in the beam-type building 

structures. This estimation predicted using the changes in both modal energy and natural frequencies. Result 

analysis can be done using a small number of natural frequencies and applied on the 16 test beams. 

 

Tripathy [44] developed the genetic algorithm (GA) to decide and evaluate the structural damage. Using the 

changes in the building parameters and also find the range of damaged building structures using the changes in 

natural frequencies. GA applies to little cracks in the buildings of beam type building structures.  

 

Pawar and Ganguli [45] develop the genetic fuzzy system approach to find the matrix crack and the changes 

in natural frequencies. The genetic fuzzy system method worked on thin-walled composite building structures. 

Based on the changes in structural parameters such as damping and stiffness coefficients, the status of the 

damage levels and strength of the building changes. 

 

Gudmundson et al. [46] developed the energy-based perturbation approach and worked on damaged building 

structures. This method determines the range of damaged building structures using the changes in the resonance 

frequencies. However, the major problem is the loss of mass and stiffness of the Buildings. 

Kasper et al. [47] developed an approach and worked cracked symmetric uniform beam. This method 

determines the range of damaged building structures using the wavenumber shift and frequency shift. 

Morassi et al. [48] developed the Euler–Bernoulli beam theory. This method worked on the beam type 

building structures having the crakes. In this model, to estimate the cracks of the building structures using the 

comparison between the frequency of the cracked beam-type building structure. That means determining the 

cracks of the buildings done by observing the changes in the frequency comparison between potential energy and 

frequency sensitivity stored undamaged beam. However, the problem is that expressions are valid only for a 

small defect.  

 

E. Lughofer et al. proposed that the confinement in assets of sensors dependent on the IEEE 802.15.4 

standard. This critical challenge contemplated, which is how to adjust IP stacks on WSN effectively. Distinctive 

arrangements have been created as of late to predict the building structure's strengths. In this proposed work, the 

estimate of the fault status done by using building parameters like the natural frequencies and mode shapes 

parameters used as input to the neural network for fault identification. To confirm the accuracy and efficiency of 

the proposed method is suitable using the Mathematical patterns on buildings. 

Chinchalkar et al. [49] developed a Finite element-based numerical approach for estimating the damage and 

simulate the semi-analytical approach by using the Frobenius method. The benefits are relatively simple, easy to 

apply to the buildings with different boundary conditions, and it does not require multiply precision computation. 

Nevertheless, the problem is only applicable to the beam type buildings with little cracks. Morassi and Rollo [50] 

developed a comprehensive method for prediction of 2 cracks having the same severity in the simple beam based 

on the identical changes in the first three natural frequencies (Flexural vibrations). Advantages are the Cracks 

with different severity in two sets of different locations. However, the disadvantage is that the method applies to 

a simple and small beam-type building structure with little cracks.  
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H. Hothu et al. demonstrate the performance of SVM for tracingthe damage in the structures using two 

sensors and the first three natural frequencies [51]. D. K. Srivastava, K. S. Patnaik, L. Bhambhu [77] developed 

the hybrid method for classification problem called A Rough - SVM Approach for Data Classification. This 

paper informs that the overview of the Rough -SVM Approach established on the hybridization of RSES (Rough 

Set Exploration System) and SVM. RST is effectively used in feature selection and then applied to SVM for 

improved classification results. i.e., SVM classification system hybrid with the RST. RST act as a pre-processing 

step. Now the given training set, at first, separate them if the values of the feature are continuous and get a 

negligible attribute subset that fully defines all ideas by feature reduction[76][52]. Building an SV classifier and 

estimate the decision function. When given test sets, we moderate the equivalent features and place into the SVM 

classification system, then we can obtain the testing outcome. Rough Set Exploration System (RSES version 2.2) 

and LIBSVM-2.85 have been used to bring out experiments on the heart data set [53]. A Rough-SVM, which 

creates countless use of the benefits of SVM's better simplification presentation and RST, is successfully dealing 

with vagueness and ambiguity statistics. Classification accuracy greater than before by 4. 29%. We can notice 

that the classification accuracy using Rough-SVM is considerable better than the general SVM and general RST 

method. 

 

Zhong Zuowei1 Mu Lili [54] develop the Integrated Methodology of Rough Set Theory and Artificial Neural 

Network for Safety Assessment on Construction Sites. A hybrid intelligent system combining rough set approach 

and neural network Hybrid method means combining the RST and ANN. RST used for feature selection. Most of 

the datasets having redundant attributes. Due to this, the processing time increased. So in this method, RST is 

used as a pre-processing step for removing the redundant attributes without loss of information and also creates 

some rules for outstanding prediction accuracy. Automatically the processing time is reduced and improves the 

performance prediction capability by ANN. The outcome of RST reduced the information table, and then 

reduced information is used to develop classification rules and train neural networks to infer appropriate 

parameters. The efficient statistics structure by RST provides for NN training. However, the problem is Object 

noise. NN technology separates the input data, non-sensitive with noise, and got a high degree of prediction 

accuracy. This paper reports the loose coupling hybrid system joining RST and ANN.The Structure of Hybrid 

Models contains the following steps Data Discretization, Attribute Reduction, Object Reduction, and Rule 

Generation.The Rough Set Data Analysis handles all steps. The RST used for reducing the input samples of the 

NN and estimate the association between the features to make straightforward the structure of NN. The input to 

the data discretization and data reduction is a construction information system. Then the outcome data is the 

target of NN training. In this paper, the analysis of the experiment performed with ROSETTA software, which is 

the knowledge discovery Decision (KDD). RS-ANN used a sigmoid function for activation and backpropagation 

algorithm for learning. We use STATISTICA6.0 software for a neural network to achieve the algorithm, as 

mentioned above. The maximal relative error in the RS-ANN model is only 4.21%, and the present analysis 

applies only at the attributes reduction and back-propagation neural network. The advantage of this hybrid 

approach is that a reduced input required for neural network modeling. The effectiveness of our methodology 

verified with the empirical study that compared the neural network approach with the hybrid approach. 

 

Several optimization techniques are used to solve the structural damage detection problems, such as ant 

colony optimization (ACO) [55], particle swarm optimization (PSO) [56-59], artificial bee colony optimization 

(ABC)[60] , genetic algorithms (GA) [61-65], neural networks (NN) [66, 67].  Forstner et al. [68] uses the 

classification methods for finding the modal constraints, such as the damping coefficients, stiffens of the 

buildings, building structure's natural frequencies, and the vibration strength. This paper recognizes building 

structure features by compares the alterations or variations from the standard output and the actual output using 

Data-Mining techniques such as SVM and ANN. 

 

3. Structural strength monitoring system (ssms) 

 

       The real scrutiny does not offer an effective way of formative structural degradation. So consequently, a 

method is crucial for investigating the damage structures and levels of the building. SSMS is one of the 

investigating methods and regularly monitoring the building structures. The permanent structural monitoring 

system is a predictable procedure for observing the changes in the structural parameters. These changes give 

the status of the building structure's health. Frangopol et al., 2011; Housner et al., 1997 and Worden et al., 

2007; defines the Non-Destructive Method (NDM) for predicting the degradation states of the building 

structures using regular inspection. However, the critical issues to be considered for developing the method is 

to improve the accuracy, update, and integrity of the building structure data.     Now the SSMS contains some 

steps for getting better accuracy. 

The following four steps needed for finding the strength of the buildings. 
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1. Operational Evaluation: It says that SHM related with the parameters like economic, public life 

protection, environmental conditions for operations 

2. Data Gaining: It gives data preprocessing used for feature extraction  

3. Feature extraction: This step describes the properties of the preprocessed vibration signals (output of the 

above step). It gives the best signal for finding the damage remaining signals eliminated using any 

transformation techniques. Usually, the features are stiffness, mass, and displacement. 

4. Model for feature classification: The output of the above step implements any classification algorithms. 

The dynamic building parameters, such as velocity, displacement, stuffiness, and damping ration (vibration 

data) changes from time to time. Velocity, Displacement plays a vital role in the diagnosis of the fault in terms of 

building structures and damage levels of the buildings in case of natural disasters like earthquakes. For predicting 

the structural health of the civil buildings, the primary data is vibration data. The accelerometer and MLBDP are 

used for capture, gathered the parameters of the buildings when extra forces applied to the buildings.The 

vibration data used to detect defects in the building.Moschus et al. [69] specified dynamic features like 

displacement. So the Health monitoring system uses the vibration data. The vibration data used as input to SSMS 

for predicting the status of the buildings and also assess the place, possible levels of the damages in the 

buildings. Approximately SSMS uses onlookers to evaluate the frequency and location using the acceleration 

signal [70][71].  

 

Identify building parameters using data mining techniques SVM and ANN by comparing scientific products 

and original products. Localization and authentication issues more appropriately solved with the appropriate 

combination of global dynamic and EMI techniques with artificial neural networks (ANNs). Therefore, the 

integration of these strategies leads to a more efficient SSMS. We need a building model for that. This model is 

used to detect faults in buildings by comparing vibration data with the model. SSMS becomes a pattern 

recognition problem. 

 

3.1 Building model: 

           

 The main aim of SSMS is to determine the damage in the Buildings. For that, SSMS uses the dynamic 

responses (vibration data of the buildings) of the Buildings and regular monitoring of the Buildings. By applying 

the external force or ambient force or any natural hazards, the sensors capturesthe changes in geometrical 

positions of the Building. That means the sensors having the dynamic responses of the building.Sensors gathers 

the vibration data. So we need one basic model for doing all these things called the Building model. However, 

this model demonstration in what way to observe the building and classify the vibrant reactions used for finding 

the damage of the buildings. Then these are used for SSMS finding the damage of the buildings. Building models 

assist us in illustrating the alteration among the model- and data-based SSMs. Mass p, Damping d, and Stiffness 

s are the three essential components for the single-degree-of-freedom (SDOF) building structure. The stiffness s 

can be modeled by either elastic or inelastic (linear or nonlinear). Linear means SDOF, and all other buildings 

are nonlinear [72]. The mass p generally measured as a constant. For getting the dynamic response from the 

building by applying the ambient force f to the building. This vibration data (dynamic response) contains the 

following three components, namely x”acceleration, x is displacement, and velocity is x’. Now the equation (1) 

is Newton's motion equation of an SDOF (linear or elastic) system visible to an ambient force f is  

.px dx sx f + + =                 ..(1) 

Then the following equation (2) used for finding the force F, in terms of acceleration, displacement, and 

velocity of linear construction with nDegree Of Freedom (NDOF, n-floor building structures) are  

(t) x (t) x(t) FPx D S + + =   ..(2) 

Where, P, D, S  R n x n the stiffness matrices, damping, and mass, respectively. x”(t), x’(t), and x(t)  R n x 1 

the acceleration, velocity, and displacement vectors, respectively, and F is the external force vector.  

The health of the building structures stated using the following three signals, namely acceleration, velocity, 

and displacement x” (t), x’ (t), and x (t). The first component directly related to Force F, whereas the other two-

component are much closed with the faults diagnosis of the building structures. Here, displacementx (t), velocity 

x’ (t) used for observing the health status of fundamental building structures. 

 The equation (3) is a nonlinear function for stiffness component in the case of nonlinear (inelastic). It used 

for modeling the stiffness component. The following nonlinear function is the modeled used for the stiffness 

component is inelastic.  

             ( , )b gpx dx f x x px   + + = −                      ..(3). 

Where xn
gacceleration of ground, ( , )bf x x is the force in the form of nonlinear function [73]. 

( , ) (1 ) kb rf x x kx f   = + −  
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Where rf introduces inelasticand ,  ,  , v ,   and n the controlling parameters affect the shape of the 

system,  , ,  and k is the control variable for the initial curvature stiffness. Now ( )x t using accelerometers 

assessed only acceleration. 

W.Yu et al. [74] developed a novel to estimate the velocity and displacement using numerical integration. By 

integrating, acceleration obtain the velocity (t)x and displacement (t)x . 

0

(t) ( )d x (0)

t

x x    = +
0 0

(t) ( )d x (0) (0)
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x x dt t x



  = + +     ..(5) 

Now applying the numerical interpolation for numerical integration for acceleration using the Eq. (6)              

    

   

0
1

( 1) (i)
(t)dt [ ]

2

nt n

t

it

x i x
x

=

 − +
             ..(6) 

The combination procedure is uncertain due to the low-frequency preference, and the origins are associated 

with the integrator. To eliminate the frequency mechanism done by using the high-pass filter with two poles. The 

below function shows that transfer function for two poles high filter is                 
2

2

2

( )
(sd)

2 1
( ) ( )sd

sd
G

sd
 

=

+ +

                 ..(7) 

In the above function is the filter time constant, estimate the filter time constant Fast Fourier Transform 

(FFT) used. The cut-off frequency estimate, the frequency distribution of FFT 
1

2
cf


= of the filter (7). The 

cf used to distribute the noise. The cut-off frequency 
cf nominates such that it shrinks the statistics data. Thus, 

those low-noise accelerometers are a good selection, since low cut-off frequency.  

 

3.2 Building Health Structure Monitoring: 

 

The sensor data contains statistical properties. Using these properties to estimate the damage levels. The 

mean x , kurtosis ku , standard deviation sd , skewness sw are the numerical instants of the statistical 

properties. 

 

1

1 n

i

i

x q
n =

=  2

1

1
(q x)

n

i

i

sd
n =

= −

3

1

3

1
(q x)

n

i

in
sw

sd

=

−

=
 4

1

4

1
(q x)

n

i

in
ku

sd

=

−

=


-- (8) 

When the kurtosis ku > x , here better responsiveness adjacent values. It disturbs, deviations of PDF 

(Probability density function), CPD (cumulative probability density) used for the prediction of the damage levels 

of the building structures. The central limit theorem says that the distribution of the sum of a random probability 

distribution or pattern that may be analyzed statistically. However, it predicted precisely that event variables 

frequently behave in a particular way or have a specific characteristic normal distribution. These are the regions 

to accept that the distribution of the base state is normal.The below figure 1 demonstrated how the frequency 

responses of the building structures represented. The occurs of damages in the buildings are represented by the 

changes in the peak values. When the damage level status increases, then the deviation of the Probability density 

function high with comparing normal distribution. When ambient force f applied to the building structure. 
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Figure 1. Frequency responses of the building structure. 

 

4. FAULTS ANALYSIS: 

 

       The buildings mounted each floor with the n number of accelerometers, then building structure (1) 

produces vibrant responses at s the time. Now the displacement is
1(s) [x (s)......x (s)]T

nx = . The velocity-

(s)x , acceleration- x (s) for all n floors. 
0 0x (s), (s)andx 0x (s) are defined as signals on the base floor. In 

order to minimize the effect of the input force, for example, seismic excitation, we use the relative displacement 

and velocity                        

,1 0(s) (s) x (s)i ix x= − ,2 0(s) (s) x (s)i ix x = − ..(9)  

Where i = 1. . . n; s = 1. . . t; and tis the total data number. The mathematical combination of the acceleration 

is as follows:  

Velocity 2 1,2 ,2x (s) [x (s),........, x (s)] n

n R=   and displacement 1 1,1 ,1x (s) [x (s),........, x (s)] n

n R=  . 

The damage diagnosis understood as 

1 ,1 1| (s) |i i ia x b  2 2,2
| s |( )i ii

c dx  ..(10) 

Where
1ia ,

1ib 2ic  and
2id  are earlier defined constants. The label ,1 ,2( (s), (s))i ix x is defined as +1 means no 

damage. Otherwise, it ,1 ,2( (s), (s))i ix x is -1.  In Figure 2, they are marked as “o”, “+” [75]. 

 
Figure 2. Damage and non-damage Data 

 

5. ras novel methodology 

 

The below figure 3 shows the flow chart for the prototype of the suggested technique. Now from standard 

repository, choose the best data set. Data Acquisition is a minor step, describe how to gather, store the needful 

information from the MLBDP, number of MLBDP that used, location of the MLBDP, filters for MLBDP. The 

collected data having the noise, low-frequency then in feature extraction step uses the filtering eliminates the 

noise. Also, use any suitable preprocessing methods to get the needful information for getting better results or 

accuracy. The feature extraction step is a significant step, defines the attributes of the preprocessed vibration 

signals. It is the superlative signal for finding the damage remaining signals eliminated using any transformation 

techniques. Usually, the features are stiffness, mass, and displacement. In the proposed method, we use the 

Rough set Theory (RST) for Feature Extraction or dimensionality reduction or attribute reduction or knowledge 

reduction. In the total dataset, 70% of data are used for training and remaining for testing. RST based selection of 
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Features and parameters then send to the training of ANN/SVM. Now training completed, using the test dataset 

find the Trained ANN/ SVM with selected features. After that, get results like predicting the damage levels of 

the building structures, then the final output is Predicating the damage of the buildings. The selection and 

classification properties of the input attributes are optimized using a rigorous set-based approach. These 

characteristics, that is, the root mean square (RMS), the difference, slope, kurtosis, and generalized high order 

(up to ninth) pivotal moments used to distinguish between the standard and defective bearings. 

 
Figure 3: prototype model for the proposed method. 

 

5.1 RST, SVM, and ANN: 

 

The essential benefit of considering a rough set for reducing the features and selecting the attribute subset is 

the higher reduction in time complexity. The model of the rough set for attribute subset selection starts with a 

generic empty set and keeps on adding features from the existing set of attributes. While adding the new features, 

if the dependence degree increases, then the new feature is made a part of the subset. The termination point is the 

point where the addition of the new feature or attribute does not impact on the degree of dependency.  

 

Algorithm 1: Rough Set 

Step -1.  Accumulate the {conditional attributes} 

Step -2.  Accumulate the {decision attributes} 

Step -3.  Consider an empty set for the final attribute 

group  

Step -4.  For all attributes in the decision attributes set 

 a. Calculate the dependency degree change 

 b. If an increase in dependency degree i.  

              Include the attribute in the final attribute group  

Step -5.  Generate the final attribute set 
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Now the benefits of the RST method deploys in the proposed algorithm for selecting the higher accuracy and, 

at the same time, eliminates the redundancy by deploying the rough set algorithm. Because of the time required 

for training, the dataset increased due to redundancy attributes. So RST reduces the training processing time by 

eliminating the redundancy attributes. The variations in the parameters of the building's structure, damage 

detection viewed as a pattern recognition problem. The mapping derived from some parameters affects the 

change in the physical properties of a system to the health condition of a building structure. The pattern 

recognition process consists of data acquisition, feature extraction, and classification or description. Pattern 

recognition into statistical and structural methods based on the approach used for classification or description. 

Statistical pattern recognition methods based on some statistical measures derived from quantitative properties of 

the input data. Machine learning techniques that try to learn a function to map the input class with the output 

class (labels) in the training dataset. This classifier margin (plane) is the superlative judgment boundary between 

the two sets of data. Now identification of damages, location of the damages become the classification problem. 

This problem solved by using SVMs classifier in SSMS. Attributes derived from the vibration data. The 

vibration data gathered from accelerometers mounted on each floor of the buildings used by binary classification 

methods. The SVM technique to generate the final margin classifier between the data sets derived from the 

damaged and the whole building structure.  

 

Both the undamaged and damaged classes of data than used in the SVM technique as training data. The 

training dataset, the best possible hyperplane is then computed between these two classes of data. The evaluation 

of the best hyperplane involves choosing the parameters of the SVM, the optimum percent reduction of the 

whole training class, then solving the SVM optimization problem. The health condition of a building structure 

can then be predicted by finding on what side of the SVM hyperplane does a test point derived from the building 

structure lie. It expected that the trained SVM would be able to detect damage present in the building structure 

under different working environments. The SVM boundary found to shift when the whole class of training data it 

trained on collected from a building structure with damage in it. It contains layers of ANN kernel functions. In 

back-propagation networks, adjusting the weight and bias reduces the error between measurement and output. 

Yang et al. evaluated SVM, self-organizing feature maps, and support vectors for detecting an error. The wavelet 

transforms used to extract the attributes from the vibration data and raw Noise data. The most accurate method is 

the hybrid, which combines the SVMs, LVQ (Learning Vector Quantization).Figure-4 represents the full system 

of the Hybrid RS-SVM & RS-ANN component, which adjusted, and a calculation proposed for discretization. 

RST gets the principles and further makes the information vectors having the most basic and essential highlights. 

This standard base on a decreased arrangement then utilized to prepare the spatial information bases. 

 

 
Figure 4: Full prototype flow chart for the hybrid method. 

 

Algorithm: 2: RAS (Combined Rough set Artificial neural network Support vector machine) 

metaheuristic 

Step 1: 

Gathering data from sensors and create Initial attribute Set (IaS) with n attributes. 
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0

n

i

i

IaS a
=

=       

Where ‘a’ the attribute names and 'i' index or instances. 

 

Step 2: 

The Decision System (DS) defined as follows. 

: (IaS, IaS {D })c aDS FaS =   

Where IaSc
is a non-empty finite set of attributes, a IaS , :c aa IaS V  → the value set of a. is Decision 

attributes. 

The elements are called IaSc
conditional attributes and FaS  are the Final attribute Set. 

Step 3: 

For each attribute in FaS repeat the following step A. 

                 Step A: Estimate the dependency degree change (DDC). 

Step 4: 

Stored DDC in FaS . 

Step 5: 

FaS is input to the SVM model for finding Structural damage (SD) using a hyperplane. 

Step 6: 

SD is input to the ANN model for finding Damage Levels (DL). 

Step 7:  

STOP. 

 

5.2 result analysis 

 

The below table 1 shows that Result Analysis of the proposed method. 

Table 1: Result Analysis 

S.

NO 

METHOD 

NAME 

ACCURACY 

(%) 

1 SVM 85.33 

2 ANN 86.93 

3 RAS 91.24 
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Figure 5: The accuracy of the proposed method. 

 

6. Conclusion 

Nowadays, the fault status assessment is an essential issue for civil engineering researchers. Structural 

Strength Monitoring System is an efficient method for predicting the damages using the vibration data gathered 

from sensors. However, the sensing signal contains noise. In the proposed method, RST used as a pre-processing 

step for reducing the processing time by eliminating the redundant features and noise in the sensing signal. SVM 

and ANN combine result analysis section indicate that the hybrid classification algorithm (RAS) accuracy is 

better than individuals.  

 

6.1 Future work 

In the proposed method, we use only one preprocessing method like RST, so in future work, use the hybrid 

pre-processing methods and check the accuracy with the RAS algorithm.An efficient method needs for structural 

strength monitoring system done by arranging wireless sensors at different parts of the building, number of 

sensors, power systems for sensors. The data gathered from the sensors arranged into structural order from the 

unbuilding structured format. Based on the structured building data, the strength of the building assessed. All of 

the above work done offline. The future work is developing the online methods, places of the sensor, creating the 

building structured vibration data, types of sensors, and power systems for sensors. 
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