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Abstract:Numerous amount of gene expression datasets that are publicly available have accumulated since decades. It is 

hence essential to recognize and extract the instances in terms of quantitative and qualitative means.In this study, Keras is 

utilized to model the multilayer perceptron (MLP) to extract the features from the given input gene expression dataset. The 

MLP extracts the features from the test datasets after its initial training with the top extracted features from the training 

classifiers. Finally with the top extracted features, the MLP is fine tuned to extract optimal features from the gene expression 

datasets namely Gene Expression database of Normal and Tumor tissues 2 (GENT2). The experimental results shows that the 

proposed model achieves better feature selection than other methods in terms of accuracy, f-measure, precision and recall.  
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1. Introduction  

 

The importance of microarrays in biomedical and biological science has recently come to be increased [1,2]. 

The advent of microarray technologies has contributed to advances in this technology. This modifies research 

into multiple gene studies under different circumstances and allows detailed data to be analysed. 

 

The key approach taken in the analysis of the resulting knowledge is the clustering procedure, among the 

main strategies considered. Certainly, genes had initially reacted transcript in some experimental circumstances. 

For their performance in the discovery of the genes in certain cases some strategies are perceived. In all cases, 

the subset of genes which are associated under few sub-sets conditions is difficult to discover. Moreover, no 

further clusters of the given genes [3] are allocated. In addition, certain sub-sets of genes have comparative 

behaviors, which give individual behaviors under other conditions [4]. 

 

The researchers also started the clustering process [5] with a view to reducing the disadvantages associated 

with the processes of gene expression data collection [6]. The clustering method includes deciding the genes with 

the same activity have a category or grouping that are accessible under such circumstances. That's why the NP-

Hard is considered. A variety of methods are available to tackle the issue and explore the search field using 

machine learning models [7] [8]. 

 

In this paper, Keras is utilized to model the multilayer perceptron (MLP) to extract the features from the 

given input gene expression dataset. The MLP extracts the features from the test datasets after its initial training 

with the top extracted features from the training classifiers. MLP is fine-tuned with top extracted features to 

extract optimal features GENT2 datasets. 

 

2. Background Study  

 

The survey of biclustering solutions with statistical signification, despite increasing contribution to 

biclustering approaches, is poorly examined [9]. We discuss that this is the case and therefore consider the main 

limitations of the current methods. 

 

Hybrid and deep approaches have been applied by Aziguli et al. [15] to reduce noise and to increase 

extraction performance. Similarly Jiang et al. [16] proposed that text be classified in a sparse matrix for the text 

clustering challenge, by means of a text clustering model for extraction, in order to solve the computation 

problem. 

 

The hybrid deep-belief algorithm for feeling clustering was suggested by Edinburgh et al. [22]. First they 

extracted the characteristics from the previously hidden Boltzmann layers in their two fold networks using the 

Convolutional Restricted Boltzmann Machines. 
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In order to learn emotional properties from speech patterns, Huang et al. [23] used deep-belief network. A 

grouping of non-linear SVMs has been used to create a hybrid emotional detection procedure using extracted 

characteristics. 

Kahuet al. [24] shows that a further change is possible in the decay of RELU units rather than max out units. 

Liu et al. [25] is careful about the significance of corpus words in clustering of neural networks. 

 

Stochastic approaches to biclustering are primarily based on multivariate evidence [10]. Educated results, 

however, are not used to assess the importance of biclusters. Instead, bicluster derivation is rendered by qualified 

data where clear convergence conditions are met. 

 

Methodologies for clustering [11] define cluster target homogeneity metrics for guidance of exploration, sort 

the biclusters detected and then channel the biclusters. The features of the sample data do not guarantee the 

identification of clusters. This little clusters are found to be highly homogeneous. 

 

This unnecessary effect, including the size of the bicluster, is balanced by merit functions and benefits large 

quantities of biclusters [12]. The value of the bicluster is not properly assured and this promotes high-risk 

detection of poor homogeneity of false positive genes. 

 

In order to guarantee a greater residual fault than homogeneity with a particular statistic strength and 

meaning, the statistical test is also applied [13]. The compactness of the bicluster is ensured when certain 

columns or rows are included or excluded in the gene matrix, which tends to improve the homogeneity of gene 

expression. This technique is, however, influenced by an issue of homogeneity that does not exclude biclusters 

[14]. 

 

These methods handle continuous coherence in a certain manner, even with the significant work on existing 

literatures, and therefore are not suitable for assessing biclustering solutions generated by optional algorithms. 

 

 

3. Research work 

A multi-objective optimisation and a thorough evaluation for excluding the irrelevant matrix or those with a 

smaller correlating is proposed in this paper with the Keras tool. Initially, it incorporates a pre-processing model 

to remove unwanted elements and then text feature extraction using MLP. Finally, KNN is used for classifying 

the instances from the gene expression datasets 

 
4. Methodologies  

 

This section shows the details of pre-processing, feature extraction using MLP and modelling of MLP for 

gene expression datasets. 

 

1.1. Data and Pre-processing  

To evaluate and demonstrate the application of our model, we used a GENT2 dataset.  

1.2. Multilayer Perceptron  

A Multilayer Perceptron (MLP) is a network that tries to map input onto output. An MLP has multiple layers 

of nodes where each layer is fully connected with the next one. Each node of the hidden layers is operated with a 
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nonlinear activation function. A backpropagation algorithm is used to train the network. Now let’s explain 

activation functions for training and learning through backpropagation.  

MLP is a feedfoward neural network that attempts to map the input into the output. An MLP has several 

neural network layers where each layer is connected with next layer. A nonlinear activation function is used at 

the each node of hidden layers. The network is trained using a backpropagation algorithm and activation features 

for backpropagation preparation and learning is given below. 

The linear regression model of the final layer of our model can be represented as Equation 1: 

( ) Tf x w x b= +   (1) 

where  

x – input 

w – weighted matrix  

b – bias that gets trained to reduce the activation function. 

 

Activation Function:  

The study uses two different activation function for the purpose of training. The first activation function is a 

hyperbolic tangent, where its evaluation ranges between -1 and 1, and it is described as below:  

( ) ( )tanhi iy v v=  (2)  

Secondly, the study uses a logistic function with its evaluation ranges between 0 and 1 and it is described as 

below:  

( ) ( )
1

1 iv

iy v e
−

−
= +  (3)  

where  

yi- output of ith neuron and 

  

vi- weighted sum of input.  

Backpropagation Learning:  

After analyzing the data for each neuron, an MLP network can be trained by adjusting link weights. The 

study conducts supervised learning regardless of the amount of error in the output relative to the predicted 

outcomes. In the study the errors e are quantified in a node of nth row of the training data as below: 

( ) ( ) ( )j j jerror n d n y n= −  (4)  

where  

d- Expected value and  

y - Target value.  

The model makes suitable corrections in order to reduce the probability of errors on the MLP output as 

below: 

( ) ( )20.5 j

i

e n error n=   (5)  

The change in weight after the application of gradient descent is represented as below: 

( )
( )
( )

( )ji i

j

e n
w n y n

v n



 = −


 (6)  

where  

y- Previous layer output  

η - Learning rate or momentum.  

With several induced local fields, the study tends to define a derivative for the overall output node and it is 

defined as below: 

( )
( )

( ) ( )( )j j

j

e n
error n v n

v n



− =


 (7)  

where  

 - activation function derivative with constant rate. 

If there exist a change in weights in the hidden layers, the analysis tends to become difficult and hence it is 

necessary to provide the following expression of a relevant derivative to ensure the analysis becomes easier.  

( )
( )

( )( )
( )
( )

( )j kj

kj k

e n e n
v n w n

v n v n


 
− = −

 
  (8)  
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This relative derivative depends on the change in node weights, which is represented in the output layer. 

Therefore, in order to change the hidden layer weights, we must first change the output layer weights according 

to the derivative of the activation function. This analysis thus represents a backpropagation of the activation 

function. 

This relative derivative is dependent on the shift in the node weight in the output layer. Therefore, the ML 

tends to adjust the output layer weights according to the activation function derivative in order to change hidden 

layer weights. This study thus represents a backpropogation in its activation mechanism. 

 

 

1.3. Modelling MLP for Gene Expression Dataset 

The fitness function is thus formulated as, 

( )
( )1

GC
f x

size x
=     (15) 

( )
( )

2

H x
f x


=     (16) 

where  

G- total sub-matrix rows and  

C - sub-matrix columns of a xmatrix.  

size(x) - capacity of matrix x, which is the product of rows and columns.  

H(x) – threshold value or mean secured error sub-matrix sthat belongs to the matrix x.  

A point eliminating method reduces the mean squared residue in the size(x) with maximum MSR. The 

capacity of ssub-matrix is hence increased prominently to ensure that the value of MSR liesbehind the user 

defined threshold.  

The objective function for finding the features is hence formulated as below:  

( )
( ) ( )

( )

1
f G,C if H x

F G,C
H x otherwise


− 

= 


  (17) 

 

5. Results and Discussion 

  

This section describes the evaluation of the model for evaluating the proposed MLP for feature extraction 

over GENT2 datasets. The GENT2 is updated at regular intervals with the gene expression patterns across that 

consisting of normal and tumor tissues from public gene expression data sets. 

 

The performance is estimated in terms of accuracy, sensitivity, specificity, f-measure, percentage error and 

geometric mean represented between Fig.2 – Fig.7.  

 

 
Fig.2. Accuracy 
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Fig.3. F-measure 

 
Fig.4. Sensitivity 

 
Fig.5. Specificity 
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Fig.6. Geometric mean 

 
Fig.7. Percentage error 

From the results of Fig.2 – Fig.7, the results shows of classification results from the feature extracted using 

MLP. The comparison of results is made between various feature extraction models like TF-IDF, word2vec, bag 

of weights, principle component analysis, artificial neural network and multi layered perceptron. The 

classification for all these feature extraction models are carried out using KNN classifier. The results of 

simulation shows that the proposed MLP model attains increased classification accuracy, f-measure, sensitivity, 

specificity, geometric mean and reduced percentage error than existing text feature extraction methods. 

 

6. Conclusion  

 

In this paper, Keras modelling on MLP extract essential features from the input gene expression dataset. The 

MLP extracts the features from the test datasets after its initial training with the top extracted features from the 

training classifiers. Finally with the top extracted features, the MLP is fine tuned to extract optimal features from 

the gene expression datasets namely GENT2. The results shows that the MLP extracts well the feature than other 

methods in terms of accuracy, f-measure, precision and recall. 
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